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Paradigmatic competition between adjectival derivation
and compounding

Amanda Pounder
(University of Calgary)

Keywords:  paradigm, derivation, compounding, adjectives, competition

  How  to  choose  between  German  silberner  Ring  (Adj  N  construction)  and
Silberring  (compound), both meaning 'silver ring'?   In (1), the two are clearly
interchangeable:

(1)  Silberner Ring mit Kringeln geschmiedet ... Erleben Sie die
zeitlose Eleganz unseres handgefertigten  Silberrings ..."   
https://www.goldschmiede-von-gruenberg.com/freude/960-Ring-
Kringel.html, last accessed 15/1/2025

'silver ring forged with curls... experience the timeless elegance of our  
handmade silver-ring...'

The fact  that we have both compounding and affixal  derivation available and
competing with each other points to a model of grammar which includes a word-
formation  paradigm,  and  indeed,  one  in  which  any  morphological  process  a
language  may  have  at  its  disposal,  concatenative  or  non-concatenative,  may
figure (cf. e.g. Pounder 2008, Winters 2017, Kunduracɩ 2018).   We will focus
here on the competition between German compounding and suffixal derivation in
pairings  with  the  semantic  function  FROM('X'),  where  a  noun  X  denoting  a
substance ('silver')  corresponds  to the source of  some entity  (Pounder 2000).
Synchronically, we observe throughout modern history that both processes are
available, although at all times derivation is less productive than compounding in
this  domain.   We  can  model  this  by  invoking  the  dynamic  morphological
paradigm, which provides the set of possible paths leading from a lexeme base of
a given type to grammatical word-formation products.  There will be as many
paths for  compounding operations as there are  combinations of  lexeme base
types and semantic functions in compounds.  Where different paths correspond
to the same semantic  function,  as  in  the case  of  silbern/Silber-,  we speak of
"word-formation synonymy".  This is where we see the potential for competition
between operations and between processes.  In this case, the relevant operations
will have differing productivity indices. 

Diachronically,  we  observe  changes in  the relations  between derivation
and compounding in the relevant German denominal subparadigm, for example
an increasing preference for compounding with bases denoting substances and
the  semantic  function  FROM('X').   Where  in  the  system  are  these  changes
reflected?  As long as no other properties of the operations are changing, we will
merely  see  adjustments  of  the  productivity  indices  each  manifests.   The
consequences of the shift will be most obvious in the lexicon, which we assume
contains at  least fragments of  paradigm structure ("microparadigms")  for  any
lexicalized  path  containing  non-predictable  information.   In  modern  German,
some derived adjectives of this type continue to be used (e.g. golden, wächsern
'waxen',  ledern  'leathern'  etc.)  and  will  thus  be  represented  in  the  lexical
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paradigms of their bases.  Their place in individual speakers' lexical paradigms
may be  tenuous,  and  low-frequency  items  are  likely  to  disappear  over  time.
Given  the  existence  of  the  high-productivity  compounding  operations  in  the
morphological component, the lexical paradigms need not explicitly contain the
compound competitor; a compound will be created as a default.  However, this
does not prevent a speaker from choosing the derived form in a given instance.
As we see in (1), there may be pragmatic motivations driving the choice, such as
desire for stylistic variation.

An  inclusive  model  of  word-formation  paradigm  with  dynamic
macrostructure and lexical counterparts allows us to describe relations between
processes including compounding and changes within these relations over time.
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Blends as a special category of compounds in word-formaƟon  
paradigms 

   Camiel Hamans  
  (Adam Mickiewicz University, Poznań) 
    (University of Amsterdam)  
      

This contribuƟon focusses on blends as a special form of compounds and highlights their posiƟon in 
paradigmaƟc word formaƟon. The research quesƟon here is what the role of producƟvity is for 
successful paradigmaƟc word formaƟon. The focus is mainly on blend formaƟon and compounding in 
Germanic languages such as English, German and Dutch. 

Before addressing this quesƟon, however, it must be determined in what way blends are a special 
category of compounds, and the category of blends must be demarcated. 

Lexical blends can be defined as the result of a word-formaƟon process that combines two or more 
source words into a single form, losing some phonological material in the process (Moreton et al 
2017: 349). Word forms that are the result of a blending process are characterized by several 
properƟes, the most essenƟal of which is the fact that the right-hand part is the formal, and oŌen 
semanƟc, head of the new word form (Hamans 2021c): 

(1) simultaneous (Adj) + broadcast (Noun)  → simulcast (Noun) 
(2) die Kur ‘cure’(F) + der Urlaub ‘vacaƟon’ (M) → der Kurlaub (M)  [German] 
(3) die Daten ‘data’ (pl) + die Kartei  ‘file’ (sg)  → die Datei (sg)   [German] 

The head also determines the syllabic and prosodic structure of blends. 
A difference with standard compounds is that blends do not follow the compound stress rule, which 
says that compounds have stress on the first syllable. This implies that one must disƟnguish between 
blends as the ones presented in (1)-(3) in which the leŌmost part of the first source word is combined 
with the rightmost part of the second source words and forms such as: 
 

(4) situaƟon     + comedy  → sitcom 
(5) California     + Texas   → Caltex 
(6) SemƟn (Czech village of producƟon)  + explosive  → Semtex 

 

In these forms the leŌmost parts of both source words are combined. The stress paƩern is that of 
compounds and therefore one beƩer considers the word formaƟon process operaƟng here as a form 
of compounding of clipped forms. Therefore, they are called clipped compounds (Maƫello 2013, 
Hamans 2021a) or stub compounds (Spencer 1998:128-129, Hamans 2021b 199-210). 

According to Fradin (2000:52), blends are unique and do not allow any analogically producƟve word 
formaƟon and therefore are ‘anƟtheƟcal to paradigms.’ ‘Blends are type hapaxes. Unlike derived or 
compound units, they cannot form series. Each one is a (lexeme) type which is the only one to 
instanƟate the morphological paƩern it belongs to (Fradin 2015:389). Hamans (2011 and 2021b: 210-
213) argues against this claim of uniqueness. Successful blends just form series: 

(7) motel < motorist  + hotel   
boatel < boat   + hotel 
rotel     < rollendes + hotel (German) ‘rolling hotel’ 
zotel < ziekenhuis + hotel (Dutch)     ‘combinaƟon of hospital (ziekenhuis) and hotel’ 
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potel < Polen  + hotel (Dutch)     ‘hotel for Polish foreign workers) 
 

         (8) froogle  < frugal  + google  
smoogle < smart  + google 
foogle  < false  + google 

 broogle  < brain  + google 
 poogle  < poop  + google (taking a poop when using google) 
 

(9) Spanglsih < Spanish + English 
Dunglish < Dutch  + English 
Hunglish < Hungarian + English 
Po(l)glish < Polish  + English 
Frenglish < French + English 
           

Here, one must disƟnguish between two processes: the first being lexical blending (resulƟng in motel 
and froogle) and subsequent paradigmaƟc word formaƟon. ParadigmaƟc extension is essenƟal here 
for successful, producƟve word formaƟon. This paradigmaƟc process resembles affixal derivaƟon, 
however, it is beƩer not to lump them together, since the rightmost part remains the head of the new 
word form in all respects. But it does make clear how a special category such as blends marks the 
transiƟon area between derivaƟon and compounding. In addiƟon, truncaƟon of the leŌ wordform 
remains compulsory. However, this process makes clear how a special category such as blends marks 
the transiƟon area between derivaƟon and compounding. 

  

References 
[1] Fradin, Bernard (2000) Combining Forms, blends and related phenomena. Ursula Doleschal and 
Anna M. Thornton (eds.) ExtragrammaƟcal and Marginal Morphology. Munich: Lincom: 11-59. 
[2] Fradin, Bernard (2015). Blending. Peter O Müller, Ingeborg Ohnheiser, Susan Olsen and Franz 
Rainer (eds.). Handbook on Word-FormaƟon. Berlin/New York: De Gruyter Mouton: 386-412.  
[3] Hamans, Camiel (2011). About Uniqueness and ProducƟvity of Blends. In: Folia LinguisƟca et 
LiƩeraria: Časopis za nauku jeziku I književnosƟ 5: 69-79. 
[4] Hamans, Camiel (2021a). The difference between Blends and Clipped Compounds. Gabi Danon 
(ed.). Proceedings of IATL 34-35. Papers from the 34th and 35th Conference of the Israel AssociaƟon for 
TheoreƟcal LinguisƟcs. MIT Working Papers in LinguisƟcs XXX: 89-101. 
[5] Hamans, Camiel (2021b). Borderline Cases in Morphology. A study in language change. Lewedorp: 
Van Kemenade. PhD thesis University of Amsterdam. 
[6] Hamans, Camiel (2021c). Blends: an intermediate category at the crossroads of morphology and 
phonology. Yearbook of the Poznań LinguisƟc MeeƟng, 7(1): 99-128. 
[7] Maƫello, Elisa (2013) Extra-GrammaƟcal Morphology in English. AbbreviaƟons, Blends, 
ReduplicaƟves and related Phenomena. Berlin/Boston: De Gruyter Mouton. 
[8] Moreton, EllioƩ, Jennifer L. Smith, Katya Pertsova, Rachel Broad and Brandon PrickeƩ (2017). 
Emergent PosiƟonal Privilege in Novel English Blends. Language 93,2: 347-380.  
[9] Spencer, Andrew (1998). Morphophonological OperaƟons. Andrew Spencer and Arnold. M. Zwicky 
(eds.). The Handbook of Morphology. Oxford: Blackwell: 123-143.  

462



Transitional word-formation paradigms: The case of parasynthetic adjectival 

compounds 
 

Elisa Mattiello 

(University of Pisa) 

 

Keywords: parasynthetic adjectival compound, paradigm, analogy, body part, compound family 

 

This paper investigates the concept of word-formation paradigms, focusing specifically on parasynthetic 

adjectival compounds (PACs), such as blue-eyed and baby-faced. A word-formation paradigm refers to a 

network of words that share formal and semantic patterns, where analogy plays a key role in the creation of 

similar new words. Paradigms, therefore, rely on (i) form and meaning similarity and (ii) the predictability of 

new words using a model (Bauer 1997; Antoniova and Štekauer 2015; Bonami and Strnadová 2019; Hathout 

and Namer 2019). Recent studies have extended the application of paradigms beyond derivation to 

compounding, emphasising the predictability and regularity of lexical networks (Fernández-Domínguez et al. 

2020; Ruz et al. 2022). PACs that combine a body part with an adjectival suffix to make a complex second 

constituent (e.g., eye + -ed) straddle the boundaries between compounding and derivation, creating distinct 

paradigms based on both formal and semantic criteria. 

The study is corpus-driven and employs the Corpus of Contemporary American English (COCA) to identify four 

of the most frequent complex elements in PACs: -eyed, -faced, -headed, and -minded. These elements were 

selected from 23 different body parts based on their high frequency in the data, enabling a systematic analysis 

of the patterns they generate. The qualitative analysis follows a paradigmatic approach, examining how all 

four elements create lexical networks based on both local and extended analogy. Local analogy occurs when 

a single exemplar serves as a model for new formations (e.g., broad-minded after narrow-minded), while 

extended analogy is evident when multiple compounds share at least one constituent leading to compound 

families (e.g., angry-eyed, fierce-eyed, lazy-eyed, merry-eyed, or big-eyed, big-faced, big-headed, big-

minded). In PACs, the first constituent (which can be an adjective, noun, or, more rarely, an adverb, numeral 

or name) is crucial in determining the compound’s meaning, which may be literal (e.g., small-eyed) or 

figurative (e.g., demon-eyed), and often involves connotative value such as pejoration (e.g., empty-headed) 

or amelioration (e.g., doll-faced). 

The paper explores how these compounds form an overarching paradigm [[XA/N [BODY PART]] -ed]A, with all 

four complex constituents generating distinct but analogous paradigmatic structures. 

The research questions that the paper intends to address include: 

 

(i) Should PACs be integrated into word-formation paradigms? If so, would they belong to the same 

paradigms as derivatives? 

(ii) How does the syntagmatic combination of compounding with other morphological phenomena 

(e.g., -ed suffixation) interact with their integration into derivational paradigms? 

(iii) What is the role played by analogy in the creation, modelling and prediction of PACs? 

 

The findings contribute to a broader understanding of how lexical patterns evolve and how new compounds 

are formed. The study highlights the value of paradigms in understanding the structure and productivity of 

PACs involving a body part, offering insights into the interplay of syntax, semantics, and analogy in 

compounding. It also extends the paradigm approach from derivational morphology to compounding, 
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shedding light on how new compounds may develop into compound families and showing regularities in 

terms of syntactic patterns and semantic realisations. 
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Modelling the paradigm of partiality/totality adjectival compounds in Italian 
 

Flavio Pisciotta 

(University of Salerno) 

 

Keywords: totality modifiers; approximation; evaluative morphology; adjectival compounds; word-

formation paradigms. 

 

The present study investigates the relationship between mezzo Adj ‘half Adj’ and tutto Adj ‘all Adj’, 

two Italian compound-like evaluative constructions including partial/total quantifiers. Such 

constructions are employed respectively as attenuation/approximation, and intensification strategies 

(Grandi 2017; Piunno 2023; Benigni 2023). Formally, they have been defined in different ways: as 

analytic constructions with a “high degree of internal cohesion” (tutto, Grandi 2017: 69), as well as 

affixoids (mezzo, Masini & Micheli 2020), but ultimately, their behaviour is quite consistent with the 

criteria for compoundhood (cf. Grandi 2006). 

Previous research has always studied totality/partiality markers separately, even though they seem to 

be transparently related. In fact, when combined with adjectives, mezzo and tutto intuitively give rise 

to a number of semantically opposed doublets, in which mezzo reduces the degree of the property 

described by the adjective, while tutto can both intensify such property (1a) or mark that some 

boundary on the property scale has been fully reached (1b):  

 

(1) a. tutto bagnato              ↔  mezzo bagnato  

  ‘completely wet’  ‘partially wet’ 

    

 b. tutto pieno                   ↔ mezzo pieno  

  ‘completely full’  ‘partially full’ 

 

We hypothesize that this situation could be fruitfully modelled as a paradigm: word-formation 

paradigms are primarily structured around semantic contrasts (Štekauer 2014; Bonami & Strnadová 

2019) and this is the case with completeness and halfness in the evaluative domain (Masini 2024). 

Moreover, the transparent relation between tutto and mezzo suggests a good degree of 

interpredictability (Ackerman et al. 2009; Bonami & Strnadová 2019; Sanacore et al. 2024) and mutual 

motivation between the elements of the two series.  

Nonetheless, it is not clear if their output regularly results in semantic opposition: at least for mezzo, 

we find a variety of different outputs, encompassing quantitative and qualitative meanings (2a), while 

sometimes the only interpretation possible when tutto combined with the same filler is a more 

“compositional” (quantity-related) one (2b), at least in the case of adjectives denoting physical 

properties:  

 

(2) a. un ruscello mezzo ghiacciato ‘a partially frozen stream’ but also ‘a frozen-ish stream’ 

 b. un ruscello tutto ghiacciato ‘a completely frozen stream’ 

 

As a matter of fact, semantic differences could be expected, as tutto and mezzo appear to be at 

different stages of decategorialization from their original quantifier status. For instance, mezzo’s 
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formal behaviour seems to be closer to prefixoids, as it does not necessarily agree with the adjectival 

filler (3a), while tutto obligatorily agrees with it (3b): 

 

(3) a. dei   calzini   mezzi  / mezzo   bucati 

  some.M.PL sock.M.PL half.M.PL  half.M.SG holed.M.PL 

  ‘some half-holed socks’ 

  

 b. dei   calzini   tutti  / *tutto   bucati 

  some.M.PL sock.M.PL all.M.PL   all.M.SG  holed.M.PL 

  ‘some completely holed socks’ 

 

Thus, we aim to understand to what extent totality and partiality constructions in Italian can be 

modeled as a paradigm, by assessing: 

 

i) how often tutto and mezzo combine with the same adjectives; 

ii) whether this always results in a semantic contrast, or if the semantic opposition is restricted to some 

specific sub-meaning(s) of the two constructions. 

 

We do this by contrasting tutto Adj with an existing dataset of mezzo Adj constructions (n = 338) from 

the written Italian corpus CORIS (Rossini Favretti et al. 2002) (Pisciotta 2024). We extracted all the 

bases found with mezzo Adj (n = 141) and combined them with tutto, thus obtaining 1426 occurrences 

of tutto Adj. Currently, we are annotating them by presence of evaluative semantics, and by their 

adjectival base. In a second stage, we will compare the occurrences of the constructions combining 

with the same adjective to assess if they show some form of semantic contrast, distinguishing if the 

adjective is modified quantitatively or qualitatively. 

Hopefully, our analysis will highlight the advantages of studying analytic constructions by considering 

paradigmatic relations among them for a deeper understanding of their behaviour in terms of 

productivity and semantic interpretation. 
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On the Explanatory Potential of Paradigmatic Relations in Compounding 
Jan Radimský 

(University of South Bohemia in České Budějovice) 

Keywords: Paradigmatic relations; Compounding; Construction Morphology; Relational Morphology; 

Italian 

This paper explores the explanatory potential of paradigmatic relations in the domain of compounding, 

understood as systematic co-variation between form and meaning across various linguistic items (Boyé 

& Schalchli, 2016; Bauer, 2019). Within the theoretical frameworks of Construction Morphology (Booij, 

2010, 2016) and Relational Morphology (Jackendoff & Audring, 2020), paradigmatic relations (denoted 

as "≈") are conceptualized as links between constructions at different levels of abstraction. These 

include fully specified constructions (e.g. Italian città modello ≈ lettore modello), semi-schematic 

constructions (e.g., N-modello ≈ N-simbolo), and fully schematic templates (e.g., N-N ≈ N-P-N).  

While paradigmatic relations between sister constructions often give rise to higher-order mother 

constructions (e.g., the semi-schematic [N-modello] for città modello ≈ lettore modello), there are cases 

where such relations reflect competition rather than unification, as observed in patterns like [N-N] ≈ 

[N-P-N]. This paper argues that paradigmatic relations serve as the foundational basis for constructions 

but extend beyond them to offer a broader explanatory framework for linguistic analysis. 

The first section of the paper categorizes paradigmatic relations in compounding following Bauer (2019, 

2022), distinguishing between paradigms of forms, paradigms of relationships, and hybrid paradigms. 

Empirical data from native and neoclassical compounding in Italian and French provide the primary 

basis for this analysis. 

The second section illustrates the explanatory role of paradigmatic relations in specific linguistic 

phenomena: 

1. Semantic determination of compound elements: The meaning of certain compound elements 

is defined exclusively by paradigms of forms, as in bound elements in neoclassical compounds 

or Italian native compounds like [N-principe]. 

2. Determination of the relationship between elements: It seems quite rarely the case that the 

nature of the relationship between compound elements is defined by paradigms of 

relationships alone (e.g., "made of" in steel wire ≈ plastic bag). It is determined more often 

jointly with a lexically fixed component (e.g., "homemade" in French [N-maison] constructions) 

and in certain contexts, these relationships remain determined only very broadly (e.g., French 

[rayon-N]). 

3. Productivity conditioned by paradigms of forms: The productivity of semi-schematic 

constructions, as evidenced in the diachronic evolution of Italian NN compounds, highlights 

the critical role of pure paradigms of forms (i.e. those which do not involve specific semantic 

relationship between components) in shaping linguistic innovation. 

4. Development of higher-order constructions: The emergence and evolution of new abstract 

templates rely on the interplay of paradigms of forms. For instance, the diachronic 

development of verbal-nexus NN compounds in Italian demonstrates this process. 

5. Linking elements driven by paradigmatic relations: The presence and variation of linking 

elements in compounds (e.g., [N-C] constructions with nouns and neoclassical confixes) can be 

effectively explained through paradigmatic relations. 

Further, paradigmatic relations illuminate phenomena such as inflectional behavior and contextual 

preferences of specific compound families (e.g., the Italian [N-fantasma] family, commonly appearing 

in artistic titles), but also competition between constructions. 
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By analysing these aspects, the paper demonstrates how paradigmatic relations enrich our 

understanding of the structure, variation, and diachronic trajectories of compounding patterns, 

underscoring their central role in morphological theory. 
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Compounding as a trigger for derivational paradigmatic uniformity:  
Evidence from Hebrew 

 
This study examines morphological regularization in Hebrew derived nominals as a result of 
compounding.  Semitic morphology relies highly on non-concatenative morphology, where 
words are formed in patterns. The pattern consists of a vocalic pattern, consonantal slots and in 
some cases affixes (Berman 1978, Bolozky 1978, Schwarzwald 1981, Ravid 1990, Bat-El 1994, 
among others). Non-concatenative formation is obligatory for verbs. Nouns can be formed in 
various strategies, but verb-derived nominals only are formed in patterns.While there is a small 
set of verbal patterns, there are many f nominal patterns, and there is some extent of irregularity 
manifested in pattern selection. Each Hebrew verbal pattern usually has one nominal pattern 
counterpart, that is typical for its derived action nouns (ANs). For example, ANs of CaCaC 
verbs are typically formed in CCiCa (katav ‘wrote’ -  ktiva ‘writing’), while ANs of CiCeC 
verbs are formed in CiCuC (xipes ‘searched’ -  xipus ‘searching’). 
 
However, there is some irregularity (Berman 1988, Ravid & Avidor 1998, Ravid 2000). For 
example, the AN of rakad 'danced', would be expected to be formed in CCiCa 
(*rkida/*rekida)1, but is formed in CiCuC (rikud 'dancing'). This irregularity is partially 
avoided in compound formation, where the derived nominal is the head, and the annex is its 
argument. For example, ʔasar 'prohibited' has an unexpected AN in the CiCuC pattern (ʔisur 
'prohibiting') (1). This AN has a doublet in the CCiCa pattern -  ʔasira. The latter surfaces only 
in compounds like ʔasira(t)-išun 'prohibiting smoking' (2) (see Berman 1988, Ravid & Avidor 
1998), while  ʔisur surfaces both with the complement and without it (3). 
 
(1) kaše meod lehitgaber al ha-isur / *ha-asira 
     'it is very difficult to stand against the prohibition'  (https://lib.cet.ac.il/pages/printitem.asp?item=16142) 

(2) ʔasirat ʔišun nefoca hayom meʔod  
      'prohibiting smoking is very common'  (https://www.fxp.co.il/showthread.php?t=10318548&page=3) 

(3) medabrim al mixtav legabey ʔisur ʔišun 
      '(they) talk about a letter regarding prohibiting smoking' 
         (http://www.kipa.co.il/community/show/4668093/) 

 
The formation in another pattern is motivated by semantic transparency, which is highly 
afftected by the relations between the thematic roles that verbs assign and derived nominals. 
Verb-derived nominals are assumed to inherit properties of the verbs’ argument structure (see 
for example, Grimshaw 1990, Rappaport Hovav & Levin 1992, Kratzer 1996,  Alexiadou & 
Schafer 2006, Borer 2013). Studies have pointed out the thematic relations between elements 
of deverbal compounds, whose head is derived from verbs (e.g. task assignment) (Di Sciullo & 
Williams 1987,  Di Sciullo 1992, Ralli 1992, Vogel & Napoli 1995, Di Sciullo & Ralli 1999 , 
Ackema & Neeleman 2004, Leiber & Scalise 2006, Harley 2008, among others). 
 
Compound formation brings about the formation of more regularized derived nominals, which 
gradually also surface out of compounds. This results in greater uniformity in the derivational 
paradigms of verbs and action nouns. I will demonstrate this in the talk for other types of derived 
nominals as well. 
 
 

                                                           
1 In some cases there is an epenthetic vowel (e/a) between the first two consonants of the CCiCa pattern. 

470



Possible emergence of a paradigma2c organiza2on of compounds: A case 
study of a Swedish child 

 
Maria Rosenberg & Linda Sandström 

(Umeå University) 
 
Keywords: paradigms, word-formaAon, compounding, language acquisiAon, diary data 
 
PsycholinguisAc evidence suggests that the lexicon has a paradigmaAc organizaAon, also in the domain 
of word formaAon (cf. Melloni & Dal Maso 2022). The present study addresses compounding in relaAon 
to paradigms in the early language development of Swedish, a highly compound-prone language. The 
study situates within a paradigmaAc, word-based account, where derivaAonal processes are assumed 
to manipulate form and meaning in predictable networks (e.g., Štekauer 2014, Bonami & Strnadová 
2019, Hathout & Namer 2019, and Copot & Bonami 2024). Hence, “word systems are about 
mulAdirecAonal relaAonships between words and paradigm cells, in which no word has a privileged 
status” (Copot & Bonami 2024:221) and with the morphological family and the paradigmaAc cell being 
two organizing dimensions (Copot & Bonami 2024:228). 
 
In this case study, we assume that the child’s novel compounds would be paradigmaAcally moAvated 
by their analogy to exisAng words – novel formaAons do not emerge in a void (cf. Gaeta 2022 and 
Bagasheva & Fernández-Domínguez 2022). The aim is thus to trace the emergence of compounds as 
one path into a paradigmaAc organizaAon of the lexicon, possibly originaAng via formal connecAons 
between posiAon-bound consAtuents but rapidly spreading to a creaAve yet paradigmaAc mixture of 
compound consAtuents based on form and/or semanAcs at different levels of abstracAon (cf. Bauer 
2022).  
 
The data consist of around 500 compounds, with more than half being novel, drawn from diary notes 
of a Swedish-speaking child, (ages 1;9–4;0). A parAcular focus will be given to NN compounding, which 
predominates in the data as well as in Swedish in general. Most research on compound semanAcs tends 
to agree that a limited number of basic relaAons (around 10–15) can account for the majority of NN 
compounds (cf. Bauer & Tarasova 2013 and Bourque 2014). In the analysis, these basic relaAons can 
serve as a ground for arranging NN compounds into paradigms that consist of both compound families 
and compound series. Furthermore, adjecAval compounds with affixoid-like first consAtuents are 
grasped early and lend themselves to a paradigmaAc analysis, based on shared semanAcs. How the 
child gradually master liaison forms, which occur in some Swedish compounds, might provide another 
window into a possible paradigmaAc organizaAon. In addiAon, the analysis will consider Gaeta’s 
(2022:6) remark that, from a diachronic perspecAve, the transiAon from compound consAtuent into 
affix could depend on increase in paradigmaAcity. We argue that a similar case can be observed in our 
data, where the disAncAon between posiAon-bound compound consAtuents and derivaAonal affixes is 
someAmes blurred. Overall, the data suggest a view of compounds emerging in smaller paradigmaAc 
sets, or compound (sub-)families with posiAon-bound consAtuents, in first or second posiAon, sharing 
the same basic semanAc relaAons (cf. Cetnarowska 2022; Bauer 2022).  
 
In conclusion, by providing independent evidence from language development, we opt for a 
paradigmaAc model encompassing morphological connecAons whether inflecAonal or derivaAonal, 
originaAng from form and meaning relaAonships to end up in a self-organized system (cf. Bybee & 
Beckner 2010). 
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Pejorative compounding and paradigmatic relations: A cross-linguistic 
analysis of the concept HEAD 

Muriel Norde, Elisa Mattiello, José Sanchez Fajardo, Francesca Masini, Kristel Van Goethem & Tijana 
Vesić Pavlović 

(Humboldt-University Berlin, University of Pisa, University of Alicante, University of Bologna, F.R.S.-
FNRS & Université catholique de Louvain & University of Belgrade) 

Keywords: metonymy, pejoration, compounding, paradigms, cross-linguistic corpus studies 

The human body is a rich source of productive patterns of pejoration cross-linguistically, often with 
racist or sexist connotation. In our talk, we focus on body parts that are connected to the category of 
[+upper body part] (henceforth HEAD), found in metonymical expressions featuring nouns meaning 
‘head’, ‘face’, ‘brain’, or ‘skull’, such as English -head in airhead (Sánchez Fajardo 2022: 167–174) 
or -face in buttface (Mattiello 2024: 28–31). Similar examples are Dutch stomkop ‘stupid head’, 
Swedish pappskalle ‘cardboard skull’ or Serbian pileći mozak ‘chicken brain’, all meaning ‘fool’. In the 
Romance languages, by contrast, HEAD expressions are phrasal lexemes, e.g. Italian testa di rapa ‘head 
of turnip; fool’, or Spanish cabeza de ladrillo ‘brickhead; fool’. A Swedish and a Spanish example are 
given in (1-2): 

(1) Den där pappskallen Harlekin har jag sett på andra bloggar också. [svTenTen20] 
 ‘I have seen that fool Harlekin in other blogs as well’ 

(2)  un trabajo de ficción para ver si el cabeza de ladrillo [...] entraba en razón [esTenTen18] 
 ‘a fictional essay that is meant to see if the brickhead comes into his senses’ 

The aim of our talk is to present a comparative analysis of pejorative HEAD constructions in five 
languages: Dutch, Swedish, Italian, Spanish and Serbian, drawing data from web corpora at 
SketchEngine (MaCoCu for Serbian, TenTen for the other languages). For each language, we extract all 
HEAD collocations, removing irrelevant hits (like English forehead). The remaining types will be 
annotated for the collocate of HEAD (i.e. the first compounding member in the Germanic languages 
and in Serbian; the prepositional complement of the OF-phrase in the Romance languages), as well as 
for the part of speech of the collocate. In order to obtain detailed semantic profiles for each HEAD 
construction, we carry out a a componential analysis of the 20 most frequent lemmas. This then allows 
us to identify clusters and regularities of HEAD expressions. The following two RQs will be addressed: 

RQ1: Should compounds and phrasal lexemes be integrated into word-formation paradigms? 

RQ2: Do cross-linguistic differences in compounding affect word-formation paradigms? 

We adopt a constructionist approach to morphology (Booij 2010), which sees complex words not as a 
concatenation of morphemes, but as meaningful units in their own right that are paradigmatically 
related to other complex words. Where RQ1 is concerned, we argue that the notion of paradigm can 
be extended to compounding (e.g. Gaeta & Angster 2019; Hathout & Namer 2019; Bagasheva 2021), 
but also to phrasal lexemes. This implies that, like derivational constructions (Norde & Morris 2018), 
compounding constructions can be linked both interparadigmatically (e.g. all Swedish compounds 
ending in -skalle ‘skull’) and intraparadigmatically (e.g. all Swedish compounds made up of the same 
base and a different HEAD unit, e.g. dumskalle ‘stupid skull’ and dumhuvud ‘stupid head’). As to RQ2, 
we show that in both Modifier-Head and Head-Modifier languages, the evaluative unit undergoes a 
metonymization process (HEAD > PERSON), but that semantic secretion is even more prominent in 
Modifier-Head constructions, where the HEAD unit is used in the rightmost position, such that its 
paradigms are closer to affixation. 
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Compounding in a probabilistic paradigmatic model of word formation 
 

Olivier Bonami, Louise McNally & Denis Paperno 
(Université Paris Cité, Universitat Pompeu Fabra & Universiteit Utrecht) 

 
 
keywords : compounding, word formation, paradigm, French, quantitative morphology 
 
 
Existing approaches to word formation embracing paradigmatic organization do not fully address how it 
influences the interpretation and production of novel lexemes. Baayen et al.’s (2019) LDL partially captures 
paradigmatic effects without providing a theory of morphological knowledge; representational approaches, 
from Construction Grammar (Booij 2010) and Relational Morphology (Jackendoff & Audring 2020) to radically 
paradigmatic models (Bonami & Strnadová 2019; Hathout & Namer 2022) provide such a theory but eschew 
explicitly modeling interpretation, production, and the way they are partially shaped by nonlinguistic 
knowledge. We argue for a novel, probabilistic approach, where paradigmatic knowledge mediates the 
relationship between form and meaning, together with context and world knowledge. We specifically assume 
that world knowledge comes into play in the form of probabilistic associations between lexeme families and 
scenarios, representations of situations and their participants (Sanford & Garrod 1998), which can be 
retrieved, e.g. by using LLMs (Sanacore et al. 2024). For instance French descendeur names agents or 
instruments in a variety of specific descending scenarios (downhill skiing, cycling, rappelling). 
 Here we adopt for compounding a model initially designed to deal with derivation. We take our 
exemplification from argumental compounds, but conjecture that the proposed architecture has broader 
applicability. We defend two key ideas. First, the notion of a derivational series needs to be extended to a 
more general notion of morphological series, which is essentially a word formation template with open slots, 
following e.g. Bagasheva (2011); Radimský (2020); Bagasheva & Fernández-Domínguez (2022). Second, 
compounds involve two lexeme families, but these evoke a single scenario. So for instance, the correct 
interpretation of French tire-lait ‘breast pump’ relies on a human breastfeeding scenario where milk, an 
action of drawing, and a pump all participate. 
 We will complement the theoretical elaboration with an empirical investigation of rivalry between 
verb-noun compounding and suffixation in the formation of French agent and instrument nouns, compare 
e.g. tire-lait above or tire-bouchon ‘corkscrew’ to tireuse ‘female shooter’, ‘beer pump’, ‘optical printer’. We 
will build on available lexical data (Villoing 2002; Wauquier et al. 2020) and leverage distributional methods 
to show how compounding affords lower reliance on nonlinguistic cues by building on more lexical resources. 
 Specifically, given the very low granularity of the scenario information contributed by a verb such as 
tirer alone, and the number and variety of scenarios with which a noun like lait can be associated, the 
combination of the two in even a coarsely defined argumental relation vastly increases the specificity of the 
scenario information available to a hearer and, correspondingly, reduces the possible interpretations of the 
compound, when compared to a potential rival formed by simple derivation from one of the compound parts 
(e.g., tireuse). We argue that paradigmatic organization, together with independently available facts about 
scenarios (e.g. their salience), offers the prospect of facilitating probabilistic modeling of the preference for 
compounding as opposed to derivation in word formation. 
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In this talk we present a study of NN French compounds in a corpus of financial reports from five 

companies over the last 20 years. The global size of each subcorpus and the number of NN compounds 

are given in Table 1. 

 Year Number of words Number of NN 

compounds 

2022              1 581 597  3093 

2017              1 521 646  2042 

2012              1 149 804  1538 

2007                 930 257  1272 

2003                 725 570  722 

Table 1: Global size and number of NN compounds in the corpus 

Globally, we observe an increase in the use of binominal constructions such as contrôle qualité (‘quality 

control’), processus métier (‘business process’) or empreinte carbone (‘carbon footprint’) in the fields 

of economics and corporate communication. In particular, we focus on the lexicon related to 

sustainable development, which expanded considerably due to the need to name potentially new 

concepts. As companies increasingly adopt CSR (Corporate Social Responsibility) practices, new terms 

and expressions emerge to reflect their commitment to sustainability, ethical governance, and social 

engagement.  

Following the typology proposed by Bisetto & Scalise (2005), three major types of NN compounds may 

be identified in French, namely attributive, coordinate and subordinate compounds (see also Fradin, 

2009; Villoing, 2012). In this talk, we focus particularly on subordinate NN compounds that are the 

most frequent in the database. In particular, we observe the emergence of patterns where specific 

lexemes are recurrently encountered as the right element (N2). These include words as carbone 

(‘carbon’), environnement (‘environment’) biodiversité (‘biodiversity’) as in the following examples: 

(1) empreinte carbone (‘carbon footprint’), taxe carbone (‘carbon tax’), bilan carbone (‘carbon 

footprint assessment’) 

stratégie environnement (‘environmental strategy’), risque environnement (‘environmental risk’), 

réseau environnement (‘environmental network’) 

norme biodiversité (‘biodiversity standard’, enjeu biodiversité (‘biodiversity issue’), démarche 

biodiversité (‘biodiversity programme’) 

 

The observation of corpus data highlights the tendency, for compounds, to evolve into paradigmatic 

structures and consequently, for the elements they contain, to adopt a more affix-like behaviour.  
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The noun carbone (‘carbon’), when used as N2, is particularly productive. In our data, it combines with 

25 different nouns (N1). Table 2 illustrates the growing centrality of climate-related concerns in 

economic and environmental discourse, by presenting the ten most frequent N1 encountered in the 

construction [N carbone] in the corpus:  

(2) 

[N carbone] English translation Number of occurrences 

empreinte carbone ‘carbon footprint’ 470 

intensité carbone ‘carbon intensity’ 124 

bilan carbone ‘carbon footprint assessment’ 105 

neutralité carbone ‘carbon neutrality’ 96 

émission carbone ‘carbon emission’ 78 

fonds carbone ‘carbon fund’ 75 

base carbone ‘carbon database’ 69 

impact carbone ‘carbon impact’ 58 

crédit carbone ‘carbon credit’ 49 

réduction carbone ‘carbon reduction’ 35 

Table 2: Ten most frequent N1 encountered in [N carbone] compounds 

The analysis we propose is based on two different but complementary frameworks. First, Construction 

Morphology (Booij, 2010) provides a suitable framework to explain the structure and evolution of 

these compounds, which can be described in terms of constructionalization (Traugott & Trousdale, 

2013). Second, we adopt a textual terminology approach (Condamines & Picton, 2022), in order to 

show that the creation and diffusion of these compounds is strengthened in the terminology of a 

specific domain, especially one, like that of sustainability, which is constantly and rapidly changing.  
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Italian has a dedicated marker, né, for the correla>on of nega>ve cons>tuents (1): né can correlate 
phrases of various types, comprising full clauses, and takes part in the language’s non-strict nega>ve 
concord system (ScorreH 2001).  
 
(1) KIParla, BOA1007 

non ha né fa'o la tesina né analizzato 
NEG AUX.2SG nor do:PTCP DEF:F.SG essay nor analyze:PTCP 
una sequenza trascri'a 
INDEF:F.SG sequence transcribed 

 ‘She has neither done the essay nor analyzed a transcribed sequence.’ 
 
Correla>on represents a core func>onal domain for connec>ve nega>on cross-linguis>cally 
(Haspelmath 2007, Sánchez López 2017, van der Auwera & Kookhan 2022, Salaberri 2022). At the same 
>me, diachronic and typological research shows that markers used for nega>ve correla>on can also 
have further uses as discourse connectors and focus par>cles (Orlandini & PocceH 2007, Gianollo 
2020).  
We aim to explore the main func>onal domains of né in a discourse-pragma>c perspec>ve and its 
sociolinguis>c correlates, by using data from spoken contemporary Italian (KIParla corpus; Mauri et al. 
2019). We coded all the occurrences of né construc>ons in the Corpus (tot: 172) for the number of 
né(s), the seman>c and morphosyntac>c proper>es of the linked items, the cooccurrence with further 
nega>ve expressions and further connec>ves, and their discourse func>ons. 
A preliminary analysis of the occurrences clearly shows that they are employed as empha>c negators 
in discourse, through  

(i) domain widening (ex. né polizia né carabinieri né niente ‘neither police nor gendarmerie 
nor anything’), in which né negates one or more exemplar(s) of a larger category, thus 
conveying the absence of poten>al excep>ons; 

(ii) domain exhaus:vity (ex. né alto né basso ‘neither tall nor short’), in which né negates the 
opposite or complementary values of a category, entailing that all the (intermediate) 
category values are also negated; 

(iii) enumera:on (ex. né a me né a mia sorella ‘neither to me nor to my sister’), in which each 
relevant member of a given set, introduced in discourse, is separately negated. 

 
The corpus also shows the compe>>on with other strategies combining an addi>ve interpreta>onal 
component with a nega>ve one (e non ‘and not’, neanche, nemmeno ‘neither, not even’). In such 
contexts, né may be felt as insufficient to express the necessary discourse rela>on (parallelism, 
contrast, etc.), as shown by example (2), where the coordina>ng func>on of né is reinforced with an 
explicit conjunc>on e ‘and’.  
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(2) KIParla, KPN015 

non ho voluto calcare né di olio e né di farina anche 
NEG AUX.1SG want:PTCP press:INF nor of oil and nor of flour also 
‘I didn’t want to insist neither with oil  (and) nor with flour (also).’ 

 
Though excluded by norma>ve grammar, such construc>ons occur in spontaneous speech, poin>ng to 
a change in progress, possibly advancing the process of seman>c weakening observed in the long 
trajectory from La>n to Italian (Gianollo 2020). 
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When is Dutch noch ‘neither/nor’ (not) correlative? A corpus study 
 

Daniel Van Olmen 

(Lancaster University) 

 

Keywords: additive/connective negation, corpus, correlative, Dutch, non-correlative 

 

One way in which Dutch can convey what van der Auwera and Van Olmen (forthc.) have called additive 

negation involves noch ‘neither/nor’. A feature of this expression is that it may be correlative or not, 

as in (1a) and (1b) respectively. 

 

(1) a. Ik eet noch  pizza  noch  pita. 

  I eat ADD.NEG pizza  ADD.NEG pita 

 b. Ik eet pizza  noch  pita. 

  I eat pizza  ADD.NEG pita 

  ‘I eat neither pizza nor pita.’ 

 

Research on other languages (e.g. van der Auwera 2021) has shown that this type of variation can be 

determined by various factors – such as additive negation’s position vis-à-vis the verb, the syntactic 

nature of what it connects and the presence/absence of clausal negation. For Dutch too, a range of 

potential determinants have been discussed in the literature (e.g. Moeyaert et al. 1986, Haeseryn et 

al. 1997, Broekhuis and Corver 2019). However, they have either not been tested against data or been 

considered only in isolation. This paper aims to address this gap with a multifactorial corpus analysis 

of noch in present-day Dutch. 

The data comes from SoNaR (Oostdijk et al. 2013), a reference corpus of written Dutch, and 

particularly an arbitrary selection of texts from these increasingly formal types: chats; discussion lists; 

Wikipedia; reports and newspapers; and legal documents. Extra texts will be chosen until the target of 

500 instances of noch per type is reached or somewhat exceeded, resulting in approximately 2,500 hits 

in total. In addition to the dependent variable of “correlative or not”, all cases will be coded for these 

literature-based independent variables: (i) text type (see the above distinctions); (ii) position before or 

after the finite verb; (iii) fixed expression, i.e. with non-compositional semantics, or not (e.g. kind noch 

kraai hebben ‘to have no next of kin’ but literally ‘to have neither child nor crow’); (iv) length, in terms 

of the number of both words and characters, of the first conjunct (i.e. pizza in 1a and 1b); (v) syntactic 

status of the conjuncts (e.g. phrases, finite verbs, clauses); (vi) indications of emphasis or not (e.g. 

capitalized noch); and (vii) clausal negation absent or not. On this data, a logistic regression analysis 

will be performed to assess the impact as well as the possible interactions of the different variables 

(Brezina 2018). 

Preliminary results, based on a partially coded subset of the data, suggest that the syntactic 

status of the conjuncts plays no role whatsoever, despite (convincing) claims that correlative noch is 

hardly compatible with clausal conjuncts. The variable’s lack of statistical significance can, however, 

be attributed to the fact that noch seems to be used almost exclusively for phrasal conjuncts, like the 

noun phrases in (1). Another initial observation concerns text type: correlative noch is favored more in 

the chats than the more formal reports and newspapers. An explanation may lie in the negative-first 

principle (Jespersen 1917) and its potentially stronger impact in more informal language. A final 
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provisional finding has to do with fixed expressions, which prefer a single noch (e.g. regardless of text 

type). 
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Three strategies of connective negation in Udmurt 
 

Erika Asztalos  
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Keywords: connective negation, contact-induced variation, negation, scope, Udmurt 

 

Despite a recent interest in the study of negation in Udmurt (Uralic; Russia) (cf. Kozmács 2017, 

Georgieva et al. 2021, Asztalos 2023), connective negation still remains an understudied topic in 

Udmurt linguistics. In this talk, I claim that Udmurt has two markers and three strategies of connective 

negation:  

1) a native strategy involving no ... no (where no is a conjunction meaning ‘and; also’) + a negated   

predicate (1) (negation in Udmurt happens by means of an inflected negative auxiliary); 

and two contact-induced strategies, both involving the doubling of the negative particle ńe ‘not’ 

borrowed from Russian: 

2) ńe … ńe + a negated predicate (2); 

3) ńe … ńe + an affirmative predicate (3): 

 

(1)  Busi-̮os-in̮ kenem  no,  mak    no  ug    budi.̮ 

field-PL-INE hempseed also poppy_seed  also NEG.PRS.3SG  grow.CNG.SG 

 ‘Neither hempseeds nor poppy seeds grow on the fields.’     (Udmurt corpus) 

 

(2)  Ńe  pe̮ś-ez,   ńe  keźit̮-ez  ug    lik̮ti.̮ 

  not hot-DET  not cold-DET  NEG.PRS.3SG come.CNG.SG    

  ‘Neither hot nor cold weather is coming.’           (Udmurt corpus) 

 

(3)  Oźi ̮   bid̮es  pokoleńi-mi ̮  ńe  ʒ́uć,   ńe  udmurt  bud-i-z. 

  that_way  whole  generation-1PL not Russian  not Udmurt  grow-PST-3SG 

  ‘Thus, our generation grew up neither as Russians nor as Udmurts.’  (Udmurt corpus) 

  

 The talk addresses the following questions: 

i)  Is the use of the “native” and the Russian-induced strategies subject to interspeaker variation?  

ii)  What factors condition whether ńe … ńe stands with a negative or an affirmative predicate? 

iii)  Does the scope of negation differ for the three strategies? 

iv)  Why does Udmurt resort to ńe-doubling instead of borrowing ńi … ńi, which is the standard 

  marker of connective negation in Russian? 

The research was carried out on contemporary data retrieved from the Udmurt corpus and was 

complemented by consultations with native speakers. The scope of the markers was tested by  

sentences with indefinite subjects (of the type “A guest me also, you also not visited” / A guest neither 

me nor you (not) visited”: if the subject can be interpreted as a non-specific guest, i.e., not necessarily 

the same person, that means negation scopes over the subject a guest; by contrast if a guest has the 

interpretation of a specific subject, that indicates that the subject stays outside the scope of negation).  

Preliminary results suggest that the use of the “native” (1) vs. the “Russian induced” (2)–(3) 

strategies is subject to interspeaker variation, while the choice between 2) and 3) is motivated by 
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different presuppositions on the truth value of the predicate (i.e., in (3) it is presupposed that “our 

generation grew up in some way”, whereas in (2) there is no presupposition concerning whether 

anything is coming). Tests indicate that in (1) and in (2), negation has clausal scope, thus it scopes over 

the markers of connective negation. The difference between the two strategies consists in whether 

the marker is a negative concord item (2) or not (1). In (3), however, negation is expressed by the 

marker of connective negation itself. Structures like (3) are analysed as constituent negation 

constructions. 
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Connective negation and areality in the Hindu Kush region and beyond 

Henrik Liljegren 

(Stockholm University) 

Keywords: addition, areality, connective negation, emphasis, Hindu Kush 

Languages in the linguistically diverse Hindu Kush region in High Asia display an intriguing inventory 
of connective negation constructions. The major strategy at use in various Hindu Kush languages, as 
in (1)–(3), tends to line up relatively closely with what is observed in a large macroarea stretching from 
the Eastern Mediterranean to the Bay of Bengal, equal to the extension of the historic Islamic 
Gunpowder Empires (Streusand 2010), exemplified here with Turkish (4). Strikingly similar lexical 
material is found in languages geographically far apart and phylogenetically distinct. Typically, both 
constituents are identically marked, and the markers almost invariably occur in pre-posed position: 
NEG x NEG y. Where-ever it occurs, whether in Hindu Kush or in the larger macroarea, it bears the 
undeniable mark of Persian influence.  

(1) Wakhi, Iranian (Obrtelová 2019: 583) 
[Nə  wuz=əm əstar vit-i=ət]   [nə mol-iš] 
CONEG I=1SG  nothing become.PST=and CONEG livestock-PL 
‘Neither I, nor the flock came to any harm.’ 

(2) Palula, Indo-Aryan (Liljegren 2019) 
[Na  zinaawur-á tas the ga asár th-íil-i  de] [na  
CONEG beast-OBL 3SG.ACC to what effect do-PFV-F PST CONEG  
ghrast-á th-íil-i  de] 
wolf-OBL do-PFV-F PST 
‘Neither wild animals nor wolves had touched him.’ 

(3) Purik, Sino-Tibetan (Zemp 2018: 360) 
kʰo  [na mi men] [na ane  men] 
s/he CONEG man N:EQ CONEG woman N:EQ 
‘S/he’s neither man nor woman.’ 

(4) Turkish, Turkic (van Schaaik 2020: 332) 
Böyle bir balıǧ-ı [ne gör-dü-m] [ne de işit-ti-m ] 
such  one  fish-ACC CONEG  see-PST-1SG  CONEG  too  hear-PST-1SG 
‘Such a fish I have neither seen nor heard of.’ 

A number of subtypes occur in individual languages of the Hindu Kush, some of them with a significant 
subareal distribution, while others appear to have emerged as the result of language-internal 
processes. Common to most of those is the combination of an overall strategy, similar to the one 
outlined above, and the use of language-specific discourse particles. One type that occurs in 
Gawarbati, exemplified in (5), is structurally the negative counterpart of an additive construction, x 
ADD … y ADD ‘both x and y’. Another type occurs in Nuristani Kalasha, exemplified in (6), as well as in 
neighbouring Indo-Aryan languages, in which two different particles are used in combination with the 
repeated connective negator, NEG PRT1 x … NEG PRT2 y. A corresponding affirmative construction,  x PRT1 
… y PRT2, has an emphatic contrasting function, described by Liljegren & Svärd (2017). While it is too 
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early to identify a default strategy, or indeed to determine the exact distribution and semantic range 
of each subtype, the data suggest that negated emphasis and addition are senses each related to a 
particular subtype rather than to connective negation in general, cf. Haspelmath (2007: 17–19) and 
Salaberri (2022). 

(5) Gawarbati, Indo-Aryan (unpublished corpus data) 
[Nai=bi maramat-ãː paisa ɬi-met]  au [nai=bi  kʰud   
CONEG=ADD repair-DAT money give-PRS.3PL and CONEG=ADD question  
ke-met] 
do-PRS.3PL 
‘They neither give nor ask for repair money.’ 

(6) Nuristani Kalasha, Nuristani (Degener 1998: 169) 
[Na=da war-gay  boy] [na=ri  ber-e  boy]   
CONEG=FOC in-go.ABS could CONEG=CNJ out-come.ABS could  
‘He could neither go back nor come forward.’ 
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Exploring connective negation in Basque: A diachronic corpus study 
 

Iker Salaberri 
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Despite recent advances, connective negation (CoNeg), the simultaneous negation and coordination 

of same-category coordinands, is an underresearched topic, particularly in comparison with other 

kinds of negation. Accordingly, many open questions remain, including when a CoNeg construction 

should be considered dedicated, whether CoNeg always involves emphasis, and how it emerges in 

languages that formerly did not have this clause-linkage function. 

In view of this data situation, this paper analyzes the emergence, evolution and variability of 

CoNeg in Basque, none of which have been described in detail. This language can contribute to 

further delimiting CoNeg in cross-linguistic terms, for various reasons: standard negation (SN) and 

CoNeg are expressed by the same marker ez, yet SN is asymmetric in this language (Miestamo 2005: 

153), whereas not all forms of CoNeg are; when CoNeg connects phrases, negative concord is 

obligatory (1a), whereas it is banned when whole (finite) clauses are linked (1b); in parallel to 

languages like Croatian (van der Auwera 2021: 205), when two or more phrases are coordinated, 

negation of the first is optional (1c). 

 

(1) a. Ez=togu  ez ollanda-ric, ez eperr-ic  jan 

  NEG=AUX CONEG chick-PART CONEG partridge-PART eat.PFV 

  ‘We have eaten neither chick nor partridge’ 

  (Mogel 1904 [1802]: 67) 

b. Ez gal-du  da ez gal-du-ren çu-re 

  CONEG lose-PFV  AUX CONEG lose-PFV-FUT 2SG-GEN 

  gomendu-co-ric 

  mandate-RS-PART 

  ‘Neither has anyone mandated by you been lost, nor will they be lost’ 

  (Etxepare 1980 [1545]: 104) 

c. Çaudé  presto, eta vigilant,  ceren 

 stand.2SG ready and watchful because 

 ez=pai-t-a-qui-çu  (ez) egun-a, ez oren-a 

 NEG=SUB-3SG-PRS-know-2SG CONEG day-DEF CONEG hour-DEF 

 ‘Stand ready and watchful, because you know neither the day nor the hour’  

(Tartas 1666: 176) 

 

CoNeg is analyzed drawing on a database of over 6000 negated clauses from 16th-to-20th-century 

Basque texts. The data are analyzed using Cramer’s V and Theil’s U statistical tests in order to search 

for correlations between four variables: (i) number of coordinands; (ii) syntactic complexity of the 
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coordinands, i.e., whether these are phrases, clauses or sentences; (iii) the phonological weight of 

coordinands, measured in number of syllables; (iv) the extent to which CoNeg markers are 

accompanied by reinforcing elements. 

Functional factors are adduced in order to account for the tendencies observed: the strong 

propensity to have two (and no more) coordinands is related with speakers’ processing and memory 

restrictions, and the preponderance of CoNeg markers reinforced by additive particles such as ere 

‘also’ is accounted for as a result of the emphatic nature of this clause linkage function. Finally, it is 

argued that a dedicated CoNeg construction emerged via elision of the coordinating conjunction eta 

‘and’ in syndetically coordinated sentences under the scope of negation, whereby the negator ez 

took over the coordinating function and was extended to each coordinand, thus being used 

correlatively. 

 

Abbreviations 

1/2/3  1st/2nd/3rd person 

AUX  auxiliary verb 

CONEG  connective negation 

FUT  future 

NEG  negator 

PART  partitive 

PFV  perfective 

PRS  present 

RS  relational suffix 

SUB  subordinator 
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This study, which is both synchronically and diachronically oriented, offers an overview of connective 
negation in Slavic languages. Following (van der Auwera et al. 2021), (Salaberri 2022) and (Haspelmath 
2007), I study expressions that can be demonstrated to negate functionally equivalent constituents 
coordinated in a larger unit. 

For the synchronic part, I review data from 14 modern languages spread across the traditional East, 
West and South groups using grammars and corpora. Building on van der Auwera et al. (2021), this 
study offers further details on the encoding, functions and frequency of Slavic connective negators. In 
the languages of the East group, we observe the particle ni, in most of West group, ani. Typically, these 
particles are used in complex constructions, ni…ni or ani…ani. In the South group, connective negation 
is encoded by longer or shorter constructions, nito/niti..nito/niti or ni..ni. 

The most common use of connective negators is the encoding of negation in coordinated 
structures. In Croatian, the niti construction is used with clausal scope while the ni construction scopes 
over constituents only. Such a specialization appears valid for South West Slavic only. Connective 
negators are observed with non-negative functions as well. For instance, in Belarusian, the particle ni 
collocates with several interrogative words to yield expressions that indicate indetermination as in 
kudy ni gljan’ ‘wherever you look’ (Byrila 1985: 175). 

Connective negators show low frequency, between 0.02% to 0.12% in different corpora. Frequency 
correlates with generality of meaning. For instance, ani occurs in 0.03% of PolishWeb2019 but three 
times as much, 0.09% in SlovakWeb2021. In Polish, the uses of ani are equally distributed between 
connective negative constructions, scalar ones ‘not even’, and sometimes ‘not’. In SlovakWeb2021, 
ani is used much less in the construction ani…ani and much more often as a single expression 
functioning as a general constituent negator, not always emphatic. 

The diachronic part of the study includes a historical-comparative analysis of the modern dataset 
and discussing relevant material from Old Church Slavonic. The particle ni occurs in all languages; the 
observed variants are clearly fusions between ni and another element, typically a reinforcer. They 
correlate with specific groups which suggests they are newer creations. In Old Church Slavonic, ni had 
a variety of uses: a conjunction between equivalent constituents, negative answer, reinforcer of 
negation. Generally, the expression of connective negation appears to be a diachronically stable 
feature of Slavic languages that has been further consolidated by augmenting an older construction. 
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I discuss the role of cyclicity in the evolution of connective negators (CONEGs) in French. 

I first look briefly at the evolution of the negative coordinating conjunction (ni…)ni (‘neither’/’nor’) 
from Latin to Modern French, which has taken an almost perfectly circular path (Hansen 2021), from 
occurring exclusively in strong negative polarity (NP) contexts, to becoming compatible with weak 
NP contexts, back to strong NP contexts again, (1)-(3). 

(1) quia non viderunt nec sciunt (1st c. BCE) 

‘because they have not seen nor do they know’ 

(2) Quidez vus dunc k’il surrexist, ne qu’il vus puisse guarantir ? (c. 1130) 

‘So do you think that he was resurrected and that he can protect you?’ 

(3) Je ne l’aime ni ne le déteste. 

‘I neither love him nor hate him.’ 

Ni is, however, declining and increasingly confined to formal registers. In Contemporary French, it 
competes with the adverbial CONEGs non plus/pas plus/pas davantage, (4), which all originate in 
analytic comparatives (‘not more’), (5):  

(4) Pierre n’a pas mangé et Marie non plus/pas plus/pas davantage. 

‘Pierre hasn’t eaten and neither has Marie. 

(5) … et que la Vierge Marie n’a pas plus de valur qu’une autre femme. (1542) 

‘… and that the Virgin Mary does not have greater value than another woman.’ 

The successive evolution of (i) non plus, (ii) pas plus, and (iii) pas davantage into CONEGs is charted 
using the written database Frantext (9th-21st c.). I focus, on the one hand, on the kinds of bridging 
contexts (Heine 2002) that may plausibly have triggered the changes (0, where the notion that 
Fatmé did not like the sentiment is merely a possible inference), and on the other hand, on the 
relationship between the three forms. 

(6) Fatmé […] fut la première à s’ennuyer du sentiment. Le bramine, à qui il ne plaisoit pas plus qu’à 
elle, le quitta bientôt aussi. (1742) 

‘Fatmé […] was the first to become bored by the sentiment. The Brahmin, who didn’t like it any 
more than she did/who didn’t like it, either, soon abandoned it, too.’ 

Importantly, it is not clear that ni is actually being replaced by any of the newer forms, all of which 
occur even less frequently than ni in the contemporary part of Frantext, while only one, non plus, is 
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more frequent than ni in the contemporary spoken Corpus CLAPI. Nor can the more recent of the 
three latter forms meaningfully be said to renew the older ones, insofar as non plus is the most 
frequent and pas davantage the least frequent of these three CONEGs. For the time being, we thus 
cannot affirm that a cyclic development is involved. What looks superficially like a(n incipient) cycle 
may rather be a case of an onomasiologically “central” construction experiencing varying degrees of 
competition from a range of “satellite” constructions, none of which ultimately succeed in replacing 
it (Detges 2020). This type of scenario may in fact be more common across languages and 
construction types than cycles as such. 
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Polish ani – an uncontroversial marker of negation connective, but for much longer? 

 
Marzena Stępień 

(University of Warsaw) 
 
Keywords: negative concord, connective, negation, Polish 
 
The paper focuses on the Polish dedicated negation connective marker ani both in its standard 
connective usage and in other constructions.  
 
Polish ani (Greszczuk 1993, Kallas 1994, Kisiel & Stępień 2016, van der Auwera J., Nomachi M. & 
Krasnoukhova 2021) has the capacity to connect both clauses (1) and nominal (noun) phrases (2), 
including prepositional phrases (3). It is claimed that the additional negation marker nie preceding the 
main verb is obligatory in most negation connective constructions, whereas ani can also be 
reduplicated in the sentence, introducing both clauses, phrases or clauses and phrases, the most 
typical context being the clausal-initial connective ani: (1a), (3a). It is also possible to extend the chain 
of clauses by putting the coordinating conjunction albo (or) into the work.  
 
(1)  
Pożyczek  nie  bierz       ani  nie  udzielaj.  
loan.GEN.PL NEG take.IMP.2SG  nor NEG    give.IMP.2SG 
(Shaekspeare, Hamlet, transl. Stanisław Barańczak, 1990) 
"Neither take loans nor give them."  
 
(1a)  
Ani nie     bierz       pożyczek,      ani     ich     nie     udzielaj   
Nor NEG     take.IMP.2SG    loan.GEN.PL,   nor    them    NEG     give.IMP.2SG   
"Neither take loans nor give them." 
 
(2)  
Nie        pożyczaj        drugim          ani     od  drugich   
NEG lend.IMP.2SG    other.DAT.PL    nor     from       other.LOC.PL   
(transl. Józef Paszkowski, 1862) 
"Do not lend to others nor borrow from others."  
 
(3)  
Nie        bądź         dłużnikiem ani wierzycielem   
NEG be.IMP.2SG debtor.INS.SG nor creditor.INS.SG    
(transl. Maciej Słomczyński, 1978) 
"Be neither a debtor nor a creditor." 
 
(3a)  
Ani nie bądź dłużnikiem, ani wierzycielem. 
Ani     nie     bądź         dłużnikiem,      ani     wierzycielem   
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nor     NEG     be.IMP.2SG   debtor.INS.SG,  nor     creditor.INS.SG   
"Be neither a debtor nor a creditor." 
 
(4)  
Nie        słyszałem        ani      jednego          słowa. (KWJP)   
NEG       hear.PST.1SG    even     one.GEN.SG.N   word.GEN.SG   
"I didn't hear a single word." 
 
In both cases (single vs reduplicated usage), the expression can be reduced to ni; however, in 
contemporary Polish this variant is considered obsolete. In all cases – connective negation with clausal 
scope and nominal phrase scope goes with the negative concord, similarly to the non-connective 
negation. Nonetheless, it was not always the case, as evidenced by the fact that in the 17th century 
both types of clauses with ani – with and without an additional negation marker nie – were possible 
(Piotrowska 2014) and are still observed in contemporary speech corpora. It can be argued that 
absence of explicit negation exponent nie is one of the indicatives of non-connective use of ani, 
although this is not universally applicable (4) (Kisiel, Stępień 2016).  
 
The study adopts a functional approach incorporating corpus-based qualitative and quantitative 
analysis, including the most recent Polish text corpora: The Corpus of Contemporary Polish (Korpus 
Współczesnego Języka Polskiego – KWJP). It addresses the research questions formulated in the 
workshop proposal, namely: does the variety of ani usage call for plurality of terms, including 
pragmatic markers? Furthermore, the study explores whether emphasis, obligatoriness or exclusion of 
reduplication and/or additional negation exponent nie can serve as a criterion for distinguishing 
separate phenomena.  
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Coordina(ng nega(ve clauses in Uralic languages 
 

Ma$ Miestamo, Ksenia Shagal, Olli O. Silvennoinen & Chingduang Yurayong 
(University of Helsinki, LMU München, Åbo Akademi University & University of Helsinki) 

 
Keywords: negaJon, coordinaJon, typology, Uralic languages 
 
This paper will examine the coordinaJon of negaJve clauses in Uralic languages from a typological 
perspecJve. Some cross-linguisJc observaJons on negaJve coordinaJon were made already by Jespersen 
(1917), but it has not been the object of much large-scale typological work; a notable excepJon to this is 
Salaberri’s (2022) work on emphaJc negaJve coordinaJon (ENC), exemplified by English neither… nor. In our 
ongoing typological work, we look at the coordinaJon of negaJve clauses in a broader perspecJve, paying 
a\enJon to clausal coordinaJon structures in which at least one of the coordinated clauses is negaJve. We 
ask whether and how the marking of negaJon in coordinated clauses differs from the marking of negaJon in 
corresponding simple clauses and whether there are any structural differences between negaJve vs. non-
negaJve clauses in coordinaJon. The most salient differences vis-à-vis affirmaJves are found in the form and 
behaviour of negaJve coordinators. 
 In this talk, the focus will be on Uralic languages, which are discussed against the larger 
typological background. Uralic languages are especially interesJng in the typological perspecJve for at least 
two reasons: firstly, as most of them use a negaJve auxiliary for standard negaJon, it is interesJng to see how 
these relate to coordinaJon, and secondly, with their varied contact situaJons, they provide an interesJng 
laboratory of how language contact may affect negaJve coordinaJon. We will present a comprehensive 
typological overview of the coordinaJon of negaJves in Uralic languages and pay special a\enJon to contact 
effects. Sampling will be exhausJve in the sense that all Uralic languages for which sufficient descripJve data 
sources can be found will be included in the study. Sources will include reference grammars and other relevant 
descripJve materials, such as the chapters in Miestamo et al. (2015). The picture given by these sources will 
be complemented by corpus data from spoken language and folkloric texts in three Uralic languages 
represenJng different branches of the family: Finnish (Finnic), Mari (Mari) and Mansi (Ugric). In the corpora, 
we will observe differences in frequency, distribuJon and funcJon between alternaJve coordinaJon 
construcJons within these languages. 
 Preliminary results show interesJng variaJon across the family, as regards for example the 
devices used for coordinaJng negaJves. These range from a negaJvely polar coordinaJng cliJc appearing on 
the negaJve auxiliary in some Finnic and Saamic languages, e.g. Finnish =kä, to the fused special negaJve 
coordinator ega ‘and not, nor’ in Estonian and the negaJve coordinators ni…ni ‘neither...nor’ borrowed from 
Russian in many Uralic languages spoken in Russia, e.g. Selkup, Komi and VoJc. In the broader typological 
context, it is interesJng to observe that similar negaJve coordinators are widely borrowed, e.g. from Spanish 
in the indigenous languages of LaJn America.  At the same Jme, some Uralic languages, e.g. Eastern Khanty, 
Erzya and South Saami, do not have special coordinators in negaJves and use the same elements in negaJves 
as in posiJve coordinated clauses. 
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Bantu connective negation in the shadow of main clause negation 
Maud Devos, Rasmus Bernander & Jacky Maniacky 
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Central Africa) 

Keywords: Bantu, Swahili, connective negation, standard negation, borrowing 

 

If connective negation has received little attention in the languages of the world, it has been an ignored 

type of negation in Bantu languages. The reason could be that Bantu languages typically express 

anything negative on the main verb. Indeed, in a (growing) sample of 50 Bantu languages, connective 

negation is overwhelmingly expressed through a combination of standard negation marked on the 

verb and a conjunction. The disjunctor ‘or’ is used, but we more often find the coordinator ‘and’ of 

which additive and scalar meaning extensions (Andrason 2019) feed into connective negation. In 

Mongo, a Bantu language spoken in the DRC, the coordinator la ‘and, also, even’ (Hulstaert 1957:1097) 

combines with standard negation to express ‘neither…nor’. 

 

(1) Mongo (Ruskin n.d.:512) 

m-pao-kel-a    la mbil’ene la lobi 

SM1SG-NEG.FUT-do-FV  even today  even tomorrow 

‘I will not do it neither today nor tomorrow’ 

 

Ambiguity with conditional and epistemic possibility is attested as well. In the Tanzanian language Rimi, 

for example, the conjunction mbésá used in connective negation is primarily used as a conditional 

(Olson 1964:239-241). In Nyakyusa, another Tanzanian Bantu language, the connective negation 

conjunction pamo can also be used as an epistemic possibility adverb expressing ‘maybe’ (Felberg 

1996, Persohn 2017). 

 

Borrowed conjunctions occur too. They either follow the prevailing non-dedicated pattern, like àtá in 

Kituba, a creole spoken in the the DRC and Congo Brazzaville (Fedherau 1992:2), derived from Arabic 

hattá ‘until’ but used in connective negation through its meaning extension ‘even’, or they borrow an 

inherently negative element like né in Mozambican Changana (Sitoe 2017:532), from Portuguese nem 

‘nor’, or wala in Swahili and other East African Bantu languages, from Arabic wala ‘nor’ (Alruwali 2018). 

The inherently negative conjunctions, just like the non-negative ones, combine with a negative main 

verb (2a). 

 

An investigation of the use of wala, both in Swahili varieties (like the Mozambican Swahili language 

Shangaji) and a historic Swahili corpus (de Schryver 2024) shows that the inherent negative meaning 

of wala (2a) tends to fade out allowing it to be used in affirmative utterances as well, either as a 

contrastive coordinator (‘but’) or as a disjunctor (‘or’) (2b). We hypothesize that the loss of negative 

meaning is facilitated by a strong tendency in Bantu languages for the expression of polarity to be 

assigned to the verb. This hypothesis is tested against a remarkably similar loss of negative meaning 

of wala in Sango, a lingua franca derived from the Ubangian language Ngbandi. In Sango wala is 

exclusively used as ‘or’ and mainly occurs in affirmative contexts (Samarin 2014). 

 

(2)  Shangaji 

 a. nakháráanga   kha-ńttó-zaliíwa      waalá kha-ń-khéyiíwa 
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  1a.sweet.potato  NEG.SM1-PRS.FOC-deliver.PASS (n)or NEG.SM1-PRS-cut.PASS 

  ‘A sweet potato neither comes out of a seed nor out of a cutting.’ 

 

 b. khúlá mwiiwa   o-ń-vúluwelaá   vaáthi  waalá likhóngóolo 

  each  3.fishbone  SM3-PRS-fall.APPL.REL 16.ground (n)or  5.bone 

  li-ń-vúluwelaá     vaáthi   yeéne mpákhá  a-thuúl-e 

  SM5-PRS-fall.APPL.REL  16.ground  s/he  until   SM1-take-SBJV 

  ‘Every fishbone or animal bone that has fallen on the ground, he has to take it’ 
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Connective negation in Romanian: a diachronic corpus study 

Mihaela Ilioaia  

(University of Ghent) 

Keywords: negation, connective negation, Romanian, negative spread, negative concord 

The present paper investigates structures containing connective negation (CoNeg) in Romanian, as 

illustrated in the examples in (1a–b). Recall that Romanian is a Romance language geographically 

surrounded from all sides by languages from different language families such as Finno-Ugric 

(Hungarian) and Slavic (Ukrainian, Bulgarian, and Serbian), with which it has continuously been in 

contact.  

 

While Romanian negation and negative concord have been studied extensively, connective negation 

remains underexplored. This paper aims to analyze its evolution from the 16th to the 21st century, 

assessing whether Giannakidou's (1998, 2006) approach of negation applies to Romanian. 

Giannakidou's framework involves factors such as negative concord types, the use of N-words 

(negative polarity items, negative concord items, negative quantifiers), and their possible non-negative 

readings, and, based on these factors, Romanian shares certain features with both South-Slavic 

languages (cf. strict negative concord, Cristescu 2020: 54) and Romance languages (does not allow 

non-negative readings or negative spread). 

This study aims at investigating structures with connective negation in Romanian by means of a corpus 

study both from a diachronic and a synchronic perspective. For the diachronic study, the Pre-21st c. 

Romanian Corpus (Ilioaia 2020, 2023) is used, while for the synchronic study, I work with the 

roTenTen21 Web Corpus. Using an advanced CQL query, 200 examples per century are extracted, 

aiming to retain 100–150 relevant ones after noise removal. 

This corpus study addresses research questions such as: (i) how does CoNeg interact with negative 

polarity and concord in Romanian, knowing that clausal CoNeg does not always align with non-

connective clausal negation (e.g., Croatian, cf. van der Auwera 2021: 206)?; (ii) is there variation in how 

negators are realized in Romanian?; (iii) are Romanian CoNeg markers semantically ambiguous?; and 

(iv) are there significant historical changes in Romanian based on the collected data?  

The data reveal changes over time: in the 16th c., there are very few cases of non-strict negative 

concord, which disappeared in the 21st c.; similarly, clausal CoNeg was more frequent and flexible in 

the 16th c., while in the 21st c., phrasal CoNeg is more common and dropping one negator is less 

acceptable. 
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Na Song 
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Keywords: Baoding Mandarin, Sinitic language, connective negation, correlative constructions, 
negation typology 

This study investigates connective negation in Baoding Mandarin. It offers original data from 
an under-described Sinitic variety and contributing to typological debates on the form and 
function of negative coordination. Baoding employs two major strategies for connective 
negation: (i) a strategy shared with Standard Mandarin, combining negation with the additive 
adverb iɛ²¹³ ‘also’ (e.g., pu⁴⁵ +V, iɛ²¹³ +pu⁴⁵+ V); and (ii) a distinct bisyndetic strategy, in which 
identical negators are used before both conjuncts. This includes the general negator pu⁴⁵, the 
negative existential me²², and the prohibitive piɛ⁵¹, as in: 

(1)  pu45  tʂʰʅ45  pu45  xɤ45=iɑ̃  xa51  ɕiɤ̃22= iɑ̃ 
NEGGEN eat NEGGEN drink=INTP.MIR DEM OK=INTP.MIR 

‘(You) neither eat nor drink? Is that okay?’ 
 

(2)  to45   sɿ51ʂʅ22=lɛ  me22  tʂhɤ45  me22  fɑ̃22  me22  ɕi213-21 fɤ˞ 
Already forty=COS NEGEXI car NEGEXI house NEGEXI wife 
‘(You are) already 40 years old, you have neither a car, nor a house, nor a wife.’ 

 

(3)  ni213  piɛ51   tsɔ45    piɛ51   nɔ51 
2SG NEGPROH make.trouble   NEGPROH cause a fuss 
‘Don’t make trouble or cause a fuss!’ 
 

Example (1) illustrates correlative negation with the general negator pu⁴⁵, applied in verbal 
domains with emphatic force; Example (2) employs the negative existential marker me²², 
forming additive negation in the nominal domain—highlighting absence of multiple items. 
Example (3) is particularly noteworthy for showing that Baoding allows connective negation in 
prohibitive contexts —a domain typically excluded from correlative negation in languages like 
English neither…nor…. The prohibitive use represents a typologically rare extension of 
connective negation into directive speech acts. 

The use of bisyndetic negators in Baoding differs from Standard Mandarin, which typically 
uses asymmetric constructions like bù…yě+bù… or méi(yǒu)…yě+méi(yǒu)…, where yě ‘also’ 
functions as an additive adverb. By contrast, Baoding’s constructions — pu45… pu45 …, 
me22…me22 …, and piɛ51…piɛ51… —show more syntactic symmetry and emphatic marking. 
 
The findings of this study are based on personal fieldwork. These data were collected through 
recordings with native speakers in Baoding (Hebei province, China) as well as elicitation. This 
study addresses typological issues central to connective negation, including (i) scopal variation 
in Baoding’s negation markers, (ii) functional overlap with standard clause negation, and (iii) 
distributional flexibility within correlative and additive contexts (Haspelmath 2007, Jespersen 
1917), including clause types such as imperatives and rhetorical questions. 
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Baoding also demonstrates complex combinations of negators, layering pragmatic meaning 
through emphatic and correlative connective negation forms (Déprez & Espinal 2020). Drawing 
on a broader typological framework, this study examines how these constructions interact with 
negative polarity and negative concord, contrasting them with systems of connective negation 
in other languages (Bond 2011, Gianollo 2018).  
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Tracing connecƟve negaƟon in Balkan Languages:  
Areal convergence and divergent developments 
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Keywords: connecƟve negaƟon, balkanism, bisyndesis, negaƟve concord, (scalar) addiƟvity 
 
This typologically oriented talk examines connecƟve negaƟon (CN) in the Balkan languages. 
The geographical clustering of languages with dedicated connecƟve negaƟon markers (CNMs) 
indicates that contact is generally a strong trigger for their development (Salaberri 2022:677). 
Moreover, there is significant maƩer and paƩern replicaƟon concerning the forms and types 
of standard negaƟon and negaƟve concord within the Balkan Sprachbund in parƟcular (cf. 
Xherija 2015, Joseph 2020, 2022, a.o.). Therefore, the working hypothesis in this talk is that 
similar convergence phenomena are observed in the Balkans regarding CN. This hypothesis is 
tested with respect to three variables:  
(a) CNMs opƟonally conform to the Balkan strict negaƟve concord type (cf. van der Auwera et 
al. 2021:56–7). The term “opƟonality” is of key importance here, as the systemaƟc 
asymmetries in the occurrence of CNMs and standard negaƟon that arise are not merely 
distribuƟve in nature (e.g., between the pre-verbal and post-verbal parts of the sentence) but 
also seem to be influenced by pragmaƟc or cogniƟve factors, such as, for instance, register 
variaƟons, the linear distance between CNM and negaƟon, etc.;  
(b) the bisyndeƟc (‘neither...nor’), addiƟve (‘neither’), and scalar addiƟve (‘not even’) 
funcƟons of CNMs (in line with Forker 2016) are co-expressed: For example, Arom. neca 
(Papahagi 1974: 871), Alb. as (Kostallari 1980: 60), Gr. oute (Barouni 2018) etc., encompass all 
three funcƟons;  
(c) CNMs parƟcipate in the univerbaƟon of negaƟve indefinites with shared morphological 
paƩerning, e.g., the collocaƟon ‘not even one’ results in Alb. as-një ‘no one’, Med.Gr. oud-
enas, Arom. niţi-un etc.  

Preliminary findings seem to confirm the hypothesis and suggest that the most likely 
origin of the diffusion of the observed similariƟes is Greek, where all these features have 
developed long ago (Liosis 2024). On the other hand, there are some significant idiosyncrasies, 
e.g. in Albanian as...as që the second negator is someƟmes reinforced by an element which is 
homonymous with the complemenƟzer që ‘that,’ in Vlax Romani the indefinite či evolved into 
a CNM and eventually into preverbal standard negaƟon under the influence of Romanian CNM 
nici (Matras 2005: 189), in Greek and Balkan Turkish the verb can intervene between two 
coordinands, as in Persian (van der Auwera and Koohkan 2022) etc. Therefore, micro-variaƟon 
analysis shows that there is indeed a common core regarding the morphological, syntacƟc, 
and pragmaƟc characterisƟcs of connecƟve negaƟon in the Balkan languages, but there are 
also parƟculariƟes of theoreƟcal and typological interest that highlight the need for conƟnued 
research in this direcƟon. 
 
Select References 
Barouni, Maria (2018), Topics in the Syntax–SemanƟcs of Greek parƟcles, PhD dissertaƟon, 

Rethimno: Crete University. 
Forker, Diana (2016), Toward a typology for addiƟve markers, Lingua 180, 69–100. 
Joesph, Brian (2020), Contact in the Balkans, in R. Hickey (ed.), The handbook of language 

contact, New Jersey: John Wiley and Sons Ltd, 537–550. 

502



Joseph, Brian (2022), Some PosiƟve thoughts on Albanian NegaƟon, in D. Kyriazis (ed.), 
Albanologu i arvanitëve. FestschriŌ kushtuar 80-vjetorit të lindjes së Akad. Titos Jochalas, 
Tirana: Akademia e Shkencave e Shqipërisë, 196–200. 

Kostallari, Androkli (1980), Fjalor I gjuhës së sotme shqipe, Tirana: InsƟtuƟ i Gjuhesisë dhe i 
Letersisë. 

Liosis, Nikos (2024), NegaƟve concord in Medieval Greek: lexical asymmetry and the role of 
correlaƟve negaƟon, in J. van der Auwera and Ch. Gianollo (eds.), NegaƟve Concord: A 
Hundred Years On, Berlin: de Gruyter, 175–206. 

Matras, Yaron (2005), Romani: A linguisƟc introducƟon, Cambridge: Cambridge University 
Press. 

Papahagi, Tache (1974), DicƟonarul dialectului aroman general si eƟmologic, BucuresƟ: 
Editura Academiei Republicii Socialiste Romania. 

Salaberri, Iker (2022), A cross-linguisƟc study of emphaƟc negaƟve coordinaƟon, Studies in 
Language 46(3), 647–717. 

van der Auwera, Johan, et al. (2021), ConnecƟve negaƟon and negaƟve concord in Balto-Slavic, 
in P. Arkadiev, et al. (eds.), Studies in BalƟc and other languages. A FestschriŌ for Axel 
Holvoet on his 65th birthday, Vilnius: Vilnius University Press, 44–64. 

van der Auwera, Johan and Sepideh Koohkan (2022), Extending the typology: negaƟve concord 
and connecƟve negaƟon in Persian, LinguisƟc Typology at the Crossroads 2, 1–36. 

Xherija, Orest (2015), Weak and strong NPIs: nobody and anybody in Albanian and Modern 
Greek, in C. Brown, et al. (eds.), Proceedings of the 15th Texas LinguisƟc Society, AusƟn: 
University of Texas, 184–201. 

 
 

503



WS3 Diachronic Studies on Minoritised and Under-

researched Romance Varieties 

Marc Olivier & Afra Pujol i Campeny 

 

504



Old Romanian DPs’ head-finality: fact or fiction? 
 
The typological shift from head-finality, whereby complements (e.g., adjectives/genitives, 
direct objects) systematically precede heads (e.g., nouns, verbs) (1), to head-initiality, where 
heads are followed by their respective complements (2), is well documented for various stages 
of Latin and Romance varieties (cf. Ledgeway 2012).  
 
(1) si seruus   [[furtum NP]  faxit VP] 
      if slave.NOM     robbery.ACC  commit.SBJ.AOR.3SG 
      ‘if the slave were to commit a robbery’ (Latin, Leg XII Tab (Vlp.Dig.9.4.2.1)) 
(2) et  si [VP scr[i]bes      […] [NP epistulam]] 
      and  if       write.IND.FUT.2SG              letter.ACC 
     ‘and if you were to write [me] a letter’ (Latin, Ter.467.25) 
 

Nevertheless, the developments encountered in early stages of Romanian are less 
straightforward, inasmuch as there are no extant texts before the beginning of the sixteenth 
century. While the syntax seen in the earliest texts is overwhelmingly head-initial, traces of 
head-finality have been previously reported in the literature (Brăescu, Dragomirescu, and 
Nicolae 2015; Nicolae 2019). Now, if Romanian were to still show these relics at such a late 
date, it would significantly represent a unique case within Romance. 
 In our presentation we aim to zoom in on old Romanian determiner phrases (DPs), 
focusing on how they can be captured from a typological point of view (i.e., head-final vs head-
initial constructions) and assessing which types of texts (e.g., translations from Old Church 
Slavonic/Greek, non-translated texts), if any, show traces of head-finality. Crucially, our in-
depth analysis departs from previous studies in that we put forward a holistic approach, 
considering not only the position of nouns with respect to adjectives (cf. 3-4), possessives, and 
genitives, but also the syntax of various determiners, such as definite articles. Deliberately 
glossing over details, head-initial varieties are taken to overtly lexicalized functional categories 
such as, but by no means limited to, definite articles and auxiliaries (Dryer 2009: 205). 
 
(3) legiei   creștinească   
      law=the.GEN Christian.F.SG.NOM 
      ‘the Christian religion’ (old Romanian, CC2.1581: 6) 
(4) Dumnezeiasca  slujba 
      Holy.F.SG=the.NOM service=the.NOM 
      ‘the Holy service’ (old Romanian, CL.1570: 7v) 
 

Among others, a vanishing head-final syntax would imply a dwindling use and 
incomplete grammaticalization of definite articles, which would be, for example, dropped in 
DPs expressing inalienable possession, as well as in those containing abstract or generic nouns, 
as seen in other early Romance varieties, such as fifteenth century French (5) and fourteenth 
century Laziale variety (6) (cf. also Lombardi 2007). 
 
(5) que  vos portoiz   mon        cors 
      that  you carry.SBJ.PRS.2PL         my       body 
      ‘that you carry my body’ (French, Le Mort d’Arthur 29-30)  
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(6) Lassai      mea  cappa 
      leave.IND.PRT.1SG     my        cape 
      ‘I left my cloak’ (Laziale, Cronica dell’Anonimo Romano 183.14)  
 
 Thus, the aims of our presentations are as follows: (i) to analyze old Romanian data 
from a typological perspective, focusing on the head directionality parameter; (ii) to offer a 
thorough description of the syntax of old Romanian definite articles, which are to be taken as 
ultimately instantiating a strong argument in favour of the already generalized head-initiality;  
(iii) to provide a principled explanation for different word orders encountered in old Romanian 
DPs, taking into account both internal factors, e.g., the head-initiality, and external factors, e.g., 
non-native structures produced by translators.  
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This paper examines the evolution of the progressive construction in Venetan, a north-eastern Italo-

Romance variety with a long literary tradition, spoken in a diglossic context alongside Italian, with no 

official recognition (Berruto 1987). 

Venetan uses progressive constructions made up of a be form followed by an infinitive 

introduced by the preposition drio (‘behind’). 

 

(1) Son  drio lavor-ar. 

 be.PRS.1SG behind work-INF 

 ‘I am working.’ 

 

This structure is independently attested with progressive readings in the diachrony of Venetan: 

 

(2)  (...) et dreo disnar elo me dis-e (...) 

                    and behind eat-INF he me say-PRS.3SG   

 ‘(…) and while eating, he tells me (…)’     

Commemoriali (14th century; in Tomasin 2013) 

 

Until the 18th century, the structure allowed for the pronominalization of the infinitive (3) or its 

replacement with a DP (4), while retaining a progressive reading. Furthermore, drio also functioned as 

a regular locative preposition (5): 

 

(3)  A-ve-u  feni-o  de mett-er zo la    scrittura? - Ghe son            drio. 

 have-2PL-you finish-PTCP  of put-INF down the writing           it     be.PRS.1SG behind 

 ‘Are you done writing? – I am doing it.’ (lit.: ‘I am behind it.’) 

Sior Todero Brontolon (Goldoni, 18th century) 

 

(4) Xe  debotto do    mesi      che   sè                 drio      sta  fabbrica. 

 be-PRS.3 almost   two  months that  be-PRS.2PL  behind  this  work 

 ‘You have been working on this for almost 2 months.’ (lit.: ‘You are behind this work.’) 

La Casa nova (Goldoni, 18th century) 

 

(5)  Chi xe  drio quella portiera? 

 who be.PRS.3  behind  that door 

 ‘Who is there behind that door?’ 

      Sior Todero Brontolon (Goldoni, 18th century) 
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In Modern Venetan, pronominalization (6) and replacement (7) are not possible. Moreover, drio no 

longer behaves as a preposition: in locative contexts, the complex preposition da-drio de (‘from-behind 

of’) is used, which cannot receive a progressive reading: 

 

(6) (*Ghe) son  drio *(lavor-ar). 

 It be.PRS.1SG behind work-INF 

 ‘I am working (lit. I am behind work).’ 

 

(7) Sè  *drio / da-drio  de sta fabrica. 

 be.PRS.2PL behind from-behind of this factory. 

 ‘You are behind this factory.’ 

 

I propose that the Old Venetan infinitive acted as a secondary predicate in a small clause (SC) 

introduced by the preposition drio (Raposo 1989). This structure can be represented as follows: 

 

(8) [TP Son [PP drio [SC [VP lavorar]]]] 

 

The PP headed by drio introduces a small clause, which contains a VP  headed by the infinitive, 

predicating an action that the subject of the matrix clause is performing. Following Safir (1983), I 

analyze small clauses as constituents, which accounts for the availability of pronominalization and 

replacement. 

In Modern Venetan, drio has grammaticalized into a progressive aspectual marker (Casalicchio 

2019), losing its prepositional use. The infinitive is directly integrated into the matrix clause: 

 

(9) [TP Son [AspP drio [Asp lavorar [VP [V lavorar]]]]] 

 

In this configuration, drio occupies Spec-AspP, while the infinitive undergoes head movement to Asp, 

which blocks pronominalization and replacement.  

This grammaticalization aligns with Roberts and Roussou (2003): grammaticalization involves 

the reanalysis of functional heads in the clausal spine and entails loss of syntactic independence, 

structural simplification and upward reanalysis of prepositions as functional heads.  
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The use of object clitics for reference to given objects in spoken French in the Caribbean (CarFr) reflects
ongoing processes of language change. For Guadeloupe and Martinique, it has been observed that
given objects that in Hexagonal French (HxFr) would be referred to by a clitic are not expressed (Kriegel
& Ludwig 2018, 81):

(1) nous
we

allons
will

remettre
place

un
INDF

sac
bag

et
and

nous
we

allons
will

leHxFr/∅GuFr

PRO:CL-ACC.3SG

mettre
place

á
in

la
the

presse
press

We are going to place a bag and we are going to press it

This departure from HxFr has been attributed to interference from the local creole languages (Bellonie
2008; Pustka 2007; Damoiseau 2003). Another feature observed for CarFr is the reduction of the clitic
paradigm in terms of case and gender distinctions. (2) illustrates the elimination of the accusative/dative
distinction at the pronominal level (Damoiseau 2003, 52-53). In a way, the omission of given objects
as in (1) can be interpreted as an extreme reduction of the pronominal paradigm: neither case nor
gender are expressed. The elimination has also been related to changes in verb transitivity, i.e., argu-
ment structure (Manessy 1994; Damoiseau 2003). However, these hypotheses face critical challenges.
In Guadeloupean and Martinican French, object clitics —though underspecified for gender—do exist
(see (3) taken from Ludwig et al. 2002, 22), countering claims of creole-induced simplification. Further-
more, the local creole systems themselves differentiate direct from indirect NP objects, e.g., through
prepositions, which speaks against changes in argument structure.

(2) Il
3SG

luiHxFr/l’GuiaFr

PRO:CL-DAT.3SG

écrit
write

He writes him

(3) An
1sg

ka
PROG

ba’w
give.2SG

li.
PRO:CL-ACC.3SG

‘ I am giving it to you.’

In general, the absence of pronominal anaphora in CarFr has been sparsely discussed, apart from iso-
lated studies addressing the challenges posed by pronouns like y and en for Creole-speaking learners
(Bellonie 2008; Pustka 2007). Moreover, the existing claims about object clitics (or lack thereof) await
support from robust empirical support, particularly regarding characteristics of the referents denoted by
the clitics, including their cognitive status (referent activation), semantic characteristics (competing ref-
erents with overlapping semantic features), and discourse status (topicality /focus), which likely shape
variation in their use.

1

509



This study contributes to filling these gaps through a corpus-based analysis of unscripted radio
programmes from Guadeloupe and Martinique: five programmes, each lasting approximately 26–30
minutes, featuring one moderator and 12 speakers with a balanced gender distribution, each contribut-
ing an estimated 2–5 minutes to share their opinions on the programme’s topic. Our work examines
how language-internal and language-external factors influence the varied expression of object argu-
ments and proposes that Caribbean French varieties exhibit an expanded system of referential forms
incorporating both clitics and zero anaphora. Additionally, it argues for a reorganization of the functional
mapping of anaphors, confirming that pronominal systems in Romance languages are particularly sus-
ceptible to instability in contexts of language contact (Léglise 2013). Crucially, this analysis challenges
deterministic views of paradigm reduction as an inherent tendency within French, instead highlighting
the dynamic interaction of contact-induced and context-dependent factors.
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comparée français-créole. Cayenne: Ibis Rouge
Editions.

Kriegel, S., & Ludwig, R. (2018). Le français en
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Verb position and clitic placement in Old Catalan 
Aim: To offer a description of the evolution of sentential word order and clitic placement in 
Old Catalan (11th-14thc) by demonstrating the connection between the two phenomena, thus 
updating preceding studies (Fischer 2002; Pujol i Campeny 2018), and widening the datapool 
used in them by relying on CICA (Torruella et al. 2009). 

Verb position: We follow Pujol i Campeny (under review) in distinguishing two stages 
within Old Catalan: (a) Early Old Catalan (10-12thc), when the language exhibited a relaxed 
V2 system (akin to that of contemporary neighbouring varieties), with verb movement to the 
low left periphery, the systematic appearance of a preverbal constituent, and expletive si 
(Poletto 2005; Wolfe 2018). (b) Later Old Catalan (13th-14th c), when the language starts 
losing V-to-C in favour of V-to-T due to the loss of  (i) expletives and (ii) unmarked XVS 
strings (now used in informationally specific contexts connected to contrast and veridicality), 
a key cue for the acquisition of V2 (Pujol i Campeny 2024). This innovation sets Catalan 
aside from neighbouring Romance varieties, which do not start losing V2 until the 15thc. 

Clitic placement: With respect to clitic placement, the data analysed indicate that, despite the 
application of the Tobler Mussafia Law (TML), many exceptions are found in Early Old 
Catalan (11thc): unlike Ibero-Romance varieties, we find cases involving absolute first 
position by the 13thc; when we also observe that clitic placement became sensitive to 
information structure, leading to a reanalysis of the TML in favour of an informationally 
driven system (as described by Batllori et al. 2005), drifting from the Romance continuum.  

Bringing the two phenomena together: We claim that the loss of V2 is connected to the 
loss of TML. As shown in Table 1, Old Catalan develops informationally sensitive clitic 
placement as it loses unmarked V-to-C and unmarked XVS sequences in the 13thc, after 
which proclisis becomes associated to XV(S) contexts where the preverbal constituent is 
focalised. Interestingly, in the 14thc, the type of foci encoded by XV(S) strings diminishes, 
while proclisis starts becoming the default option. These results render Catalan an innovative 
variety sitting in the centre of the Romània. In this sense, we hypothesise that the presence of 
a clitic placement system sensitive to information structure attested in Western 
Ibero-Romance (Batllori et al. 2005) could be an east-to-west spread of the innovation. 

 11th century 12th century  13th century 14th century  

Verb 
position  

- Systematic V-to-Fin 
- All foci types in the 
left periphery 
- All topic types in 
the left periphery  
- Expletive sí à la Oil  

- Systematic V-to-Fin 
- All foci types in the left 
periphery 
- All topic types in the left 
periphery  
- No expletive si but cases 
of expletive e 

- Unmarked 
V-to-T 
-Informationally 
and stylistically 
marked V-to-Fin 
and XVS  
- No expletives  
 

- Unmarked V-to-T 
-Informationally marked 
V-to-Fin and XVS 
(reduction of contexts vs 
13th century)  
- No expletives   

Clitic 
placement 

- Tobler Mussafia 
Law clitic placement  
 
 

- Tobler Mussafia Law 
clitic placement 
→ but proclisis possible 
after conjunctions e ‘and’ 
and o ‘or’ 

- Information 
structure-sensitive 
clitic placement  
 
-First cases of 
clitic placement in 
absolute first 
position 

- Information 
structure-sensitive clitic 
placement 
→ but incipient generalised 
proclisis in discourse topic 
continuity contexts  

Table 1 - Summary of changes in verb position and clitic placement in Catalan, 11th-14th 
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The creation of corpora of annotated texts is fundamental for any historical linguistics research. Nevertheless, 

we still see a lack of resources for some varieties, especially in diachronic perspective. The use of deep-learning 

AI-technologies (Dozat & Manning 2017) offers a possible solution. Focusing on one concrete example, this 

paper aims at presenting the advantages of semi-automatic syntactic annotation by bootstrapping (Peng et al. 

2022) of an Old Gascon corpus for linguistic research. To do so, we will show the annotation choices for past, 

present, and future participles with the help of some contextual examples. 

Our corpus of medieval legal texts written in a variety of Old Occitan used in Gascony has been annotated 

using the Arborator platform (Guibon et al. 2020) and the integrated BertForDeprel (Guiller 2020) parser in the 

Universal Dependencies (UD) syntactic framework (de Marneffe et al. 2021). To date, it comprises six fully 

annotated and validated texts: Coutumes et Privilèges de l’Entre-Deux-Mers (Lépicier 1861), Coutumes and 

Règlement municipal de Bagnères (Soutras & Dejeanne 1882; Luchaire 1881), Charte des Boucheries d’Orthez 

(Tucoo-Chala 1957), Fors et Charte d’Herrère (Cheronnet & Dumonteil 1996), and Les Fors Anciens de Béarn 

(Ourliac & Gilles 1990). 

The analysis of the use of different types of participles in the corpus will, firstly, allow us to present the 

annotation choices made to apply UD annotation strategies to a minoritised variety such as Old Gascon, which 

in itself represents a challenge, given the differences not only between modern and old Romance syntax, but 

also among old linguistic varieties such as Old French (for which UD guidelines already exist, see Prévost et al. 

2024) and Old Gascon. Secondly, and most importantly, the study of documentary rather than literary texts 

implies dealing with the ambiguous nature of these sources, situated between the two poles of the 

conservative Latin model taught to notaries and men of letters and the completely innovative use of 

vernacular syntactic structures for which no graphic or syntactic standard existed at the time. Participles – 

either past, present, or future – are a striking instance of this kind of ambiguity, often presenting ablativus 

absolutus-like structures whose syntax and morphology has been adapted to the new vernacular style. This is 

especially true of forms classifiable as “future participles” that are generally assumed to have completely 

disappeared in both late medieval Latin and Romance languages by grammarians and linguists (Barbato 2017: 

150). Their morphology (-eyr(a), -eir(a) etc.), even if very similar to that of adjectives or nouns of the -ARIUS-

suffix type (among others, Anglade 1921: 48-49), is clearly linked to their function as heads of Verb-Phrases (e.g. 

talhadas donadeyras au Rey, “taxes that have to/will be paid to the King”) and is a very interesting example of 

this conservative-innovative linguistic ambiguity. The possible occurrence of forms of the future participle will 

also be verified in other existing documentary corpora of Old Occitan, such as Documents linguistiques 

galloromans and Chartes d’Occitanie, in order to trace the limits of the circulation of these forms. 
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Traditional dialectal surveys (e.g. AIS (Atlante Italo-Svizzero), ALF (Atlas Linguistique de la France), ALI 

(Atlante Linguistico Italiano), ALPI (Atlas Lingüístico de la Península Ibérica),  etc.) are monumental 

works that document an enormous amount of information on the linguistic varieties spoken in 

hundreds of geographic locations. Despite the wealth of data (phonological, morphosyntactic, and 

lexical) that they have to offer, and despite our increasing ability to work with and process effectively 

large data volumes, these resources are underused in contemporary quantitative linguistic research. 

The main reason for this is that the methods and formats of most of these surveys predate the 

computer era and are not suited for automated manipulation. Inconsistent transcription practices, 

incomparable data points, etc. represent a persistent problem. Alongside digitalization, effort has to 

be put on increasing the computational usability of these resources to address questions related to 

language change and its predictors. 

 

In this paper, I present an upgrade to the AIS data as digitized by Loporcaro et al. (2021). It consists of 

a clean-up and selection of variables, and the addition of Classical Latin and cognacy information. In 

total, 132,080 data points (349 meanings across 408 varieties) have emerged from this coding, each 

consisting of a phonologically transcribed word form, its meaning, variety/location, and cognate set. 

Specifically, the newly added information allows us to separate innovations from retentions and 

identify different types of change (i.e. lexical vs phonological). Thanks to this information, we are 

able explore the division between languages and dialects (see Wichmann 2020), and ask if the 

amount/speed of change in different levels is correlated (see Greenhill et al. 2017, Heeringa & 

Hinskens 2011), and whether extralinguistic aspects like geographic isolation or population sizes can 

predict the rates of change in different varieties (Bromham et al. 2015, Trudgill 2020). Through the 

cognate set data, we also build a phylogenetic tree of the AIS varieties, which allows us to estimate 

(and discount where appropriate) the lack of independence brought about by shared ancestry. 

 

Preliminary results suggest that the amount of change since Latin at the phonological and lexical 

levels is correlated. Conservativeness (in red in the maps below) reaches its highest levels in Nuorese 

and Calabrese varieties when it comes to phonology, and Nuorese and Tuscan when it comes to the 

lexicon. I will argue that the correlation of innovativeness at different levels is due to phonological 

change being causally associated with innovation beyond the phonological domain, as the loss of 

expressivity brought about by sound change (i.e. homophony, syncretism) precipitates lexical 

replacements (e.g. derivatives like agnellus instead of agnus ‘lamb’ or rānucula instead of rāna 

‘frog’) and morphosyntactic innovations (e.g. obligatory subject pronouns, periphrastic past, etc.). 
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Judeo-Spanish is one of the six recognized non-territorial minority languages in France (DGLFLF 
2016). It currently has no intergenerational transmission and is classified as “severely endangered” on 
the UNESCO endangerment scale (Moseley 2010). 

Revitalization efforts began to bear fruit with the creation of online communities, especially during 
the Covid-19 pandemic, when speakers and learners increasingly joined together in “digital 
homelands” (Held 2010), in which conversations are held entirely in Judeo-Spanish.  

Speaker agency is essential in constructing a “Judeo-Spanish identity”, which positions itself in 
contrast with Spanish. The policy practiced by the online groups is based on the selection of attested 
forms that diverge from Spanish and on the adoption of unattested forms from languages that 
influenced Judeo-Spanish in the past or based on the analogy of non-standard or stigmatized varieties 
of Spanish.  

This paper chooses to analyze language change in present-day Judeo-Spanish by focusing on the 
phenomenon of inter-paradigm leveling or paradigm migration from non-prototypical to prototypical 
noun classes (Zadok & Bat-El 2014). There are two patterns that can be observed starting from the late 
19th century: 1) nouns ending in -e or a consonant tend to join either the noun class ending in -o (e.g. 
el arabe > el arabo, ‘the Arab’) or the noun class ending in -a (kriza, cf. Sp. crisis, ‘crisis’) and 2) 
masculine nouns ending in -a either become feminine (e.g. la problema, ‘the problem’) or change the 
ending, either by dropping the -a (el problem) or by replacing it with -o (el problemo). While these 
patterns were inconsistent in the 19th and 20th century, they have become reinforced and encouraged 
today as a way of marking Judeo-Spanish as distinct from Spanish. The second pattern (phonetic 
correspondence between the noun ending and its gender) has even affected some very common nouns 
in certain documents although frequency remains relevant in resistance to change. There have been 
calls for normativization and certification of Judeo-Spanish and if they are adopted it is expected that 
the current heterogeneity of the nominal forms will be reduced.  

Inter-paradigm leveling is motivated by the concurrent factors of the prevalence of the 
prototypical nominal paradigms ending in -o or -a and by language contact. The form el arabo was 
probably influenced by the Italian l’arabo, whereas the nouns of Greek or Latin origin ending in -is or -
e in Spanish are not attested in classical (18th century) Judeo-Spanish and were borrowed from French 
in the late 19th century, using the pattern -se > -za, -sse > -sa (kriza, baza, klasa, ‘crisis’, ‘base’, ‘class’ 
etc.).  

The study relies on four collections of written and spoken material in Judeo-Spanish, two of which 
are multi-genre diachronic corpora: CORHIJE (Corpus Histórico Judeoespañol of the CSIC, Madrid) and 
CoDiAJe (Corpus diacrónico anotado del judeoespañol of the Hebrew University in Jerusalem)  and the 
other two reflect the present-day language: the publication Aki Yerushalayim (Jerusalem, founded in 
1979) and the weekly show Enkontros de alhad (Buenos Aires, started in August 2020), used as speech 
corpus.  
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Abstract 

This study investigates the diachronic evolution of Royasque, a minoritized Romance variety spoken 

in the alpine region straddling the Franco-Italian border. Situated at the crossroads of Occitan and 

northern Italian linguistic traditions, Royasque presents a unique case of language contact, 

preservation, and shift. The research explores the resilience of this variety in retaining archaic 

morphosyntactic features—such as subject clitic doubling (e.g., mi i vèn), synthetic perfect forms, 

and verb-second word order—while also being shaped by sustained contact with dominant national 

languages, namely French and Italian. 

Drawing from a mixed-methods approach, the analysis combines diachronic textual data from early 

20th-century regional documents and literary sources with contemporary fieldwork. Interviews 

conducted with speakers across generations in both formal and informal settings offer insights into 

patterns of usage, linguistic attitudes, and perceptions of linguistic identity. The study triangulates 

historical and ethnographic data to provide a comprehensive account of both structural change and 

sociolinguistic dynamics. 

The findings indicate that despite the absence of institutional support and ongoing sociolinguistic 

pressure toward assimilation, Royasque has maintained a number of conservative Romance features. 

This is consistent with other studies of Romance varieties exhibiting syntactic archaisms under 

conditions of marginalization (Dragomirescu & Nicolae 2018; Ledgeway 2000, 2012). At the same 

time, instances of lexical borrowing, syntactic calques (e.g., prepositional infinitives mirroring French 

structures), and convergence phenomena with Italian and French align with observed trends in other 

non-standardized Romance varieties (Kasstan 2015; Remberger 2010). 

Generational variation further reveals a shift in linguistic ideologies, with younger speakers 

displaying both reduced competence and more ambivalent or utilitarian stances toward the variety. 

These findings highlight the importance of sociolinguistic context in understanding language change 

and maintenance, as emphasized by Kirilenko et al. (2024) and D’Alessandro (2017). 

By documenting the structural and social transformations of Royasque, this research contributes to 

the broader discussion of Romance language evolution in borderland and minoritized contexts. It also 

underscores the need to better integrate community-based perspectives and non-standard varieties 

into models of language change. 

 

Keywords: Royasque, morphosyntactic archaisms, language contact, Romance linguistics, 

minoritized varieties, sociolinguistic variation 
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Abstract 
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The topic of split intransitivity in Romance varieties represents a field of study of great complexity. 
Regardless of the theoretical perspective adopted (semantic or syntactic), many studies have shown how the 
auxiliary ‘have’ has progressively spread at the expense of ‘be’ in many Romance varieties (for example, 
Aranovich 2007, Cennamo 2001, 2002, 2008, Ledgeway 2003a, 2009a, Legendre, Sorace 2003, Mithun 1991, 
and Sorace 2000, 2011). Several works have focused on split intransitivity in the earliest phase of the langue 
d'oil (Buridant 2000, 2019, Dufresne, Dupuis 2010, Dupuis, Dufresne 2012, and Cassarà, Stein 2023).    

The present contribution fits into a space that has not yet been explored, namely the study of 
Unaccusativity in the different domains of the early phase of the Langue d’Oil.   

This contribution aims at: 1) investigating the encoding of Unaccusativity in Old and Middle 
Champenois (a neglected variety of the Langue d’Oil domain) and discussing the paths of development of the 
reflexes of Latin esse and habere as perfective auxiliares with one-argument verbs;  2) casting light on the 
process leading to the use of avoir as the only perfective auxiliary in contemporary Champenois;  3) 
investigating the connection between the post-verbal and null subjects in unaccusative constructions and 
the semantic classes of predicates involved. 
 Data analysis presented in this study is based on an exstensive analysis of eight works in verse/prose 
from the Champenois literary tradition (Cligés – Chansons – Œuvres - Mémoires ou Vie de saint Louis - Le dit 
dou lyon - L'art de dictier- Récit du voyage en Terre Sainte - Proposition ... par devant... le comte d'Eu). From 
each text all occurrences of unaccusative predicates is gathered and classified in terms of types and tokens. 
The same analytical approach is taken for all subjects. The diachronic segment of the reference texts ranges 
from the mid-12th to the mid-15th century. In this study, the classification system of monovalent predicates 
used is based on Sorace's (2000) model. 

Preliminary results show that: 1) the auxiliary aveir, already from a very early phase of the language 
(around the 12th-13th century), penetrates into the functional domains of estre, by appearing with verbs of 
change of place and change of state, which represent the nucleus of prototypical unaccusatives; 2) the spread 
of aveir is sensitive to semantic factors, 3-4) which  affect also the post-verbal position of the subject and null 
subject in unaccusative constructions. 
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The phenomenon of the aoristic drift (Squartini and Bertinetto 2000) describes the gradual process by which 

the Compound Past (or Present Perfect) has taken over the functions previously fulfilled by the Simple Past 

(or Past Simple), leading to its decline. Since Harris’s seminal study (1982), this phenomenon has been divided 

into four stages, defined according to the degree of grammaticalisation achieved by the compound form. 

Over the last forty years, research on this topic has mainly focused on Spanish, which, according to Harris’s 

work, belongs to the third stage, with particular attention to the varieties spoken in Central and South 

America, which show a different pattern in the use of Simple and Compound Past in relation to Peninsular 

Spanish (Schwenter 1994a, 1994b; Escobar 1997; Schwenter and Torres Cacoullos 2008; Copple 2009, 2011; 

Jara 2009; Rodríguez Louro and Howe 2010; Torres Cacoullos 2011; Howe 2013; Hernandez 2014; Soto 2014; 

Montoro del Arco 2017; Kleinherenbrink 2019). However, other Romance languages, especially those that are 

not considered standard, such as dialect varieties, have not received the same attention. In this context, the 

Venetan dialects are an important example of linguistic varieties that have reached the end of the 

aoristicisation process, having completely abandoned the use of the Simple Past in favour of the Compound 

Past (Skubic 1971). 

The aim of this paper is to present the results of the study on aoristic drift carried out on a corpus of ancient 

Venetan texts, covering the period from the beginning of the 14th century to the end of the 17th century. After 

giving an overview of the current state of research on the subject, I will discuss the philological, linguistic, and 

textual criteria used for the selection of the texts included into the corpus. I will present the textual analysis 

that made it possible to compare data from different textual genres (judicial acts, vulgarised religious texts, 

letters, plays), adapting Fido's (1988) model used for Boccaccio's Decameron. Finally, I will describe the 

linguistic categories (Comrie 1976, Bertinetto 1986) used for the quantitative and qualitative analysis of the 

verb forms, together with the results obtained, which show how certain peripheral linguistic structures of 

these varieties (specifically, the relative clause expressing anteriority and the periphrasis cominciare a + 

infinito) facilitated the change under study during the 16th and the 17th century. The synchronic and diachronic 

analysis of the collected data made it possible to reconstruct the course of the linguistic shift and place it into 

the wider context of the Romance languages. It was thus possible to describe more closely the transition from 

the third to the fourth stage of the aoristic drift in the ancient Venetan vernacular varieties. 
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Vowel length in an Occitan dialect.  

Comparing grammatical description with production data 

Judith Meinschaefer (Freie Universität Berlin) 

Background: This study focuses on the distribution of vowel length in the 

Limousin variety of Occitan as spoken in Nontron (Dordogne). In previous 

studies of this variety, located in the border region between French and 

Occitan, contrasting vowel length has been reported, which is noteworthy 

given that contemporary French and many synchronic Occitan varieties lack 

long vowels. Contrastive vowel length is found in very few underived lexemes, 

though; examples include words such as pan ['po] 'bread' and pòst ['poː] 'board' 

(Javanaud 1981: 17).  

Research question: The aim of the study is, first, to determine whether and in 

which environments Nontron Limousin shows vowel length, and second, how 

diachronic descriptions of long vowels in this variety fit in with newer data on 

this or other varieties of Limousin. 

Data: The diachronic description of vowel length in Nontron Limousin 

reported here is based primarily on the Grammaire limousine published in 1876 

(Chabaneau 1876), written by a native speakers of the variety. In addition, the 

study draws on data from the Atlas linguistique de la France (Gilliéron & 

Edmont 1902), which systematically recorded vowel length and stress. 

According to Chabaneau’s detailed study, in Nontron Limousin vowels are 

long in two cases. First, length is prosodically conditioned, depending on stress 

and vowel quality and occurs only in a penult. Lengthening following the 

diachronic deletion of a coda consonant is the second source of long vowels, 

variably occurring after deletion of a liquid or sibilant – where the deleted 

consonant sometimes serves as a morphological exponent –, but not after any 

other consonant. As a result, verb forms contrasting only with respect to vowel 

length can be observed, such as chan't[a], from Latin CANTĀTUM, 

'sing.PTCP.PRF' and chan't[a:], from Latin CANTĀRE 'sing.INF' (Chabaneau 

1876: 12). As to synchronic data, it is clear that Occitan and (even more so) 

Limousin Occitan are moribund with very few speakers left. Short newspaper 

articles read by (anonymous) native Limousin speakers (https://ieo-

lemosin.org/actualites/ieo-lemosin/las-cronicas-lo-pais-vos-parla-en-

linha?lang=fr) were segmented and subject to acoustic analysis with Praat. The 

focus was on comparing vowel durations in lexical contexts relevant to the two 

factors conditioning length according to Chabaneau. The results show that, 

while the data contain a great deal of variation, they support various aspects of 

Chabaneau’s description.  

524



 

Analysis: With respect to an analysis in terms of the underlying phonological 

system, Chabaneau’s description raises two questions: First, how should the 

system be represented? Second, how could it have developed from a proto-

Romance system and how does it differ in terms of underlying representations 

from the two neighboring systems, “Standard” French and Lengadocian 

Occitan, given that both lack long vowels? The analysis proposed here for the 

Limousin  is cast in a standard version of Optimality Theory (Prince & 

Smolensky 1993, Krämer 2017), assuming a mechanism of compensatory 

lengthening (de Chene & Anderson 1979) triggered by consonant deletion, as 

well as a preference for an uneven trochee (Bullock 1995, Repetti 2000).  
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OV orders in Old Venetian as a non-unitary phenomenon 
 

Maddalena Bonadio & Cecilia Poletto 
(Università di Padova; & Università di Padova and Goethe-Universität Frankfurt am Main) 

 
Keywords: <Old Venetian, Syntax, OV orders, Deictic elements, Deictic adverbs> 
 
In this work we intend to analyze the distribution of OV orders in Old Venetian, which is nowadays 
considered as a dialect but has a considerable written tradition, in comparison with the Old Florentine 
system described in Poletto (2014). We will take into account a single text written by a single author 
so as to minimize the possible different grammars, which is long enough to be a sufficient source of 
data and at the same time reliable in philological terms, i.e. the Venetan Tristano (Tristano Veneto). 
We investigated the amount of OV orders with different types of objects: bare quantifiers and complex 
quantified expressions, definite objects, indefinite objects. Indefinite DPs invariably occur in VO order, 
which provides a strong argument that Old Venetian, on a par with Old Florentine and most probably 
other Old Romance varieties, was underlyingly VO. OV orders are derived through movement of the 
object to positions located higher than the past participle movement span. Actually, the past participle 
in Old Venetian is located in a rather low position, which renders OV orders, and consequently 
movements of different types of objects, visible. Old Venetian confirms the tendency of quantifiers to 
occur in OV order, an observation that has already been made for both Germanic (see Svenonius 2000) 
and Romance (see the original finding by Kayne 1975 in French). Furthermore, bare quantifiers are 
more prone to OV than complex quantified expressions, which is also a tendency that confirms data 
from Old Italian and Old French. Two further classes of elements display OV rather massively, which 
have never been identified so far in the literature. The first class are deictic pronouns (59 cases, 48% 
in OV order) or expressions containing a deictic determiner (125 cases, 23% in OV order). The second 
class is represented by some locative and tense adverbs and complex PPs, which are also massively 
OV. There are 140 cases of deictic locative adverbs, 69% of which occur in OV order; there are 25 cases 
of deictic temporal adverbs, 59% of which occur in OV order. On a par with quantifiers, which are 
moved to a dedicated position, we can surmise that deictic elements move out of the vP area to reach 
the higher phase, in which they can be bound by the speaker´s coordinates (see Giorgi 2010). 
Interestingly, when we have more than one element in OV order, or look at their distribution with 
respect to adverbs located in the low IP area, we can extrapolate the following hierarchy: 

bare quantifiers à definite DPs/ Deictic elements 

More generally, this means that what we call “OV” is not a unitary phenomenon, but rather a set of 
different movements triggered by distinct features that emerge only in those languages where the 
past participle is low enough to render this movement visible. Time permitting, we will provide an 
explanation for the new cases of deictic elements (pronouns and PPs) as occurring in multiple Topic 
positions of the vP periphery. 
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Computer Simulation: Grammatical Gender from Latin to Old Occitan 
Matthias Schöffel (Bayerische Akademie der Wissenschaften), Marinus Wiedner (Universität 

Freiburg) 
 

Keywords: Language shift, simulation, Old Occitan, Latin, grammatical gender. 

This communication is based on the study by Polinksy/Everbroeck (2003), who simulated the 

development of grammatical gender from Latin to Old French with a connectionist model. 

Building on this, we want to simulate the development of gender from Latin to Old Occitan. 

Therefore, we use a long-short-term memory (LSTM) architecture combined with an attention 

mechanism in opposition to heuristic models (cf. Marr/Mortensen 2020). 

As a next step, we also focus on CVAE (Conditional Variational Autoencoder) models, which 

learn to generate word forms conditioned on linguistic features. It enables controlled and 

diverse generation by combining a latent variable space with observed inputs. This approach is 

particularly relevant for modeling complex morphological changes, such as the grammatical 

gender shift from Latin to Old Occitan. The character-based decoder now produces 

morphologically structured word forms. Moving forward, we aim to refine the generation 

further by addressing deviations from stem words and enhancing semantic consistency through 

targeted model adjustments. 

A gender reduction from three to two genders took place in the transition from Latin to Old 

Occitan, during which the neuter disappeared. The neuter nouns (e.g. Latin third declension 

MARE) had to be reattributed to either masculine or feminine (cf. it. il maremasc vs. fr. la merfem 

vs. both genders in Old Occitan), and we aim at simulating this development, starting on the 

character level. 

For this simulation, we use nouns from the Dictionnaire de l’occitan médiéval (DOM), the 

largest work of Old Occitan lexicology. We also included variants digitized beforehand via a 

tailored OCR model (cf. Garcés Arias/Pai/Schöffel/Heumann/Aßenmacher 2023).  As a starting 

point for the model training we take the linked etyma from the Französischen Etymologischen 

Wörterbuch (FEW). 

In addition to the lexicographic (and therefore normalised) data we use nouns extracted from 

original manuscripts from the 13th and 14th century, semi-automatically transcribed with a 

Transkribus-model for Old Occitan Handwriting (cf. Wiedner 2023). We then annotated the 

texts using available PoS tagger, and manually correcting the results. Afterwards, we manually 

combined these nouns with their respective etyma, including information from the FEW and 

the Thesaurus Linguae Latinae (TLL) on gender (and possible variation) and the accusative 
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forms. We want to see if there are differences in the simulations’ outcome with this non-

normalised, ‘authentic’ data in comparison to the data taken from the DOM. 

We will present and discuss the basic idea as well as preliminary results. 
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Null subject in Medieval Gascon: A tree-bank approach  
 
The purpose of this paper is to report on subject expression in Gascon. Gascon is a distinct variety 
in the Occitan continuum which has largely been understudied, especially where syntax is 
concerned (an opinion shared by Sibille and Bach 2024). The received wisdom is that Gascon is a 
V2 language with null subjects of the consistent type, and that it was always thus (Ledgeway 2020, 
Vance et al 2010). It is not clear from the literature however whether the null subject is of the V2 
type, with a preponderant distribution in main clauses as in Medieval French (Larrivée et al 2024), 
or of the consistent type, as in Iberian languages. An empirical issue arises as to the data to be used, 
in its representativeness, both in terms of the texts fully representing the variety (see Glessgen 
2021) and in terms of ordinary language (see, for French, Pinzin and Goux 2024). In this 
exploratory study, we refer to the 15th century Fors du Béarn: on the one hand, the custumal text 
type has been shown to be less conservative for Medieval French, and it might be so for Gascon 
as well; on the other, the later date allows any development from expectations to be pinned down. 
We use a treebank approach to a fully UD-annotated version of the text to be part of the 
SOLIDGRAM corpus under development. The dimension that is explored in this quantitative 
approach is specifically the distribution of null subjects in root as compared to embedded 
environments. The preliminary results appear to confirm the consistent nature of null subject 
language status, and interestingly not a V2 status, given the absence of a quantitative asymmetry in 
the distribution of null subjects between root and embedded. The results we compare to available 
quantitative studies for historical Spanish (Dufter 2011) and Portuguese (Galves in preparation), 
and find a closely comparable lack of asymmetry. This absence is all the more significant that the 
rate of expressed subject in post-verbal position is indicative of a V2 distribution for Gascon. We 
hope that these results provide a baseline for comparisons to other stages of Gascon, surrounding 
Occitan varieties and other Romance varieties. 
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New elements for the history of the Croissant (northernmost Occitan area)

This contribution suggests a slightly revised scenario for the history of the northernmost occitan 
area, known as the Croissant (Brun-Trigaud 1989, Esher et al. 2021). This area, heavily influenced 
by Oïl language(s), has long been under-studied because it was not considered as authentic Occitan. 
Moreover, the limited existing research has often been framed by the search for a “border” between 
Oc and Oïl languages, rather than examining the area in its own right.

Over the past decade, significant advances have been made in the study of this region (Esher et al. 
2021; Guérin; Author 2021 ; amongst others), driven by an ANR project that has facilitated 
extensive sociolinguistic and dialectal surveys. These efforts have resulted in numerous descriptive 
grammars and lexical inventories, providing a foundation for new syntheses. This updated 
documentation allows us to reassess the region's history, particularly the processes through which 
French influenced Croissant varieties.

Our hypothesis is that the Croissant area did not result from egalitarian contact of Oc dialects with 
Oïl dialects as it is still most often hypothetised. Instead, we argue that the Croissant primarily 
reflects unilateral borrowing from French. In this respect, the region aligns with broader Occitan 
trends (Chambon 2009), albeit over a longer timescale, involving borrowings from earlier stages of 
French. This influence was further amplified by the region's proximity to Oïl-speaking areas and the 
interplay of regional French, Oïl dialects, and the diffusion of French through urban-network. 
Rather than being as a “transition zone” or “contact zone” between Oïl and Oc dialects, the 
Croissant’s specific characteristics stem largely from the unidirectional influence of French on local 
Oc dialects. Notably, there is no historical or sociolinguistic evidence of significant influence from 
Oïl varieties, nor of influence of Oc varieties on Oïl ones. Instead, French proper is attested as the 
primary influence, as evidenced by its exclusive use for writing documents, alongside Latin, as 
early as the 14th century. Consequently, the Croissant's varieties are rarely attested in written 
sources (Brun 1923: 51).

To illustrate this hypothesis, we analyze the lexicon of two close doculects from the Croissant that 
have been recently documented (Dompierre-Les-Églises (Guérin 2019, henceforth DLE) and Saint-
Agnant-de-Versillat (Author 2021, henceforth SAV). Numerous cases implies borrowing from 
French at very various stages:
- For instance lexems with /we/ (fr. /wa/) illustrate borrowing before contemporary French (SAV :
/mwezir/ ‘rotten’, /ʃwezir/ ‘choose’ /pwɛ/ ‘pea’, /pwɛvr/ ‘pepper’, etc.
- forms shared with other Oïl dialects often trace back to Middle French. For instance DLE 
/ʃom(ə)nir/ ‘to go mouldy’ is attested in many varieties in Poitou (Oïl) and Limousin (Oc) area but 
also in Middle French (FEW 14:245b) and the diffusion from French account for this scattered 
distribution ;
- Often, similarity with a form in another Oïl variety cannot be supported by a contact scenario : 
DLE /bija/ ‘studboar’ is attested only in the distant Bourgogne area (FEW 22/2:5b).

This analysis shows that the very high lexical variation between the data points is mostly due to the 
differential effect of the influence from French. A systematic comparison of the 230 different forms 
(for two lexicons of 2500 forms each) show taht the differences are mostly due to difference in the 
adoption or integration of French borrowings. For instance DLE has /nɔr/ vs SAV /bry/ ‘daughter-
in-law’, a clear north-south difference (FEW 7:246a).

The complexity of borrowings from different stages of French, combined with interference from 
regional French and Oïl varieties, helps explain why the patterns identified by Chambon (2004) 
around urban centers in the Occitan region are less distinct in the Croissant. This discrepancy may 
arise from two concurrent pathways of French influence: one following the urban network, as in 
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other parts of Occitania, and another stemming from rural diffusion of French (or presumed French) 
forms from adjacent Oïl-speaking areas.

Though historically marginalized within the Occitan linguistic landscape, the Croissant may serve 
as a laboratory for understanding how French influenced the restructuring of Oc languages. This 
region exemplifies how the influence of a dominant standard language can simultaneously drive 
convergence and amplify divergence within varieties.
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Rigorous testing of deep-time hypotheses using semantic divergence 
Erich Round & James Elhindi 

University of Surrey and University of Queensland; & University of Melbourne 
 
Keywords: deep-time relatedness, polysemy networks, semantic divergence, phonological divergence, 
languages of Australia 
 
Introduction: A deeper understanding of polysemy and colexification may open the way to significant 
new progress on long-standing problems in linguistics. We show how polysemy networks based on 
large-scale cross-linguistic data breathe new life into the rigorous testing of hypotheses of deep-time 
relatedness (Campbell 1973, Harrison 2003, Campbell & Poser 2008). 

Background: Over time, true cognates a) diverge phonologically; b) diverge semantically; c) undergo 
lexical replacement. Hypotheses of deep-time relatedness (DTR) can be contentious, but consensus 
has emerged (Kesler & Lehtonen 2006, Ringe & Eska 2013, Creolin 2019) that any level-headed 
evaluation of DTR must compare degrees of similarity in word pairs: a) phonologically, b) semantically 
and c) against chance. For task c) the agreed, best approach is a Monte Carlo test, where word pairs of 
interest are compared against a large, baseline sample of randomly paired words. Because this entails 
thousands of pairwise comparisons, methods for tasks a) and b) must be scalable and automated. 
Computational methods for task a) are now sufficient (List & Forkel 2024). The weak point has been 
task b), semantic comparison. The current standard is to compare only word pairs that satisfy semantic 
equivalence, effectively adopting a hypothesis according to which deep-time cognates never diverge 
semantically. This Stasis Hypothesis is false, but has been adopted as a heuristic, ‘least-bad’ option, 
explicitly due to the unavailability of any viable, sufficiently non-subjective, scalable alternative 
(Campbell 1973). 

Contribution: Based on polysemy networks, we present a scalable, non-subjective measure of 
semantic distance and demonstrate its application to DTR hypotheses among language families of 
Australia. Our method appears to be more informative than reliance on the incorrect Stasis Hypothesis 
alone. 

Semantic divergence: Paths of semantic change can be inferred empirically from the typology of 
polysemy (Evans & Wilkins 2000), but expertly hand-curated polysemy databases are limited primarily 
to high-resource languages (Rzymski et al. 2020) and fragments of the lexicon. Working with low-
resource languages, we took entire wordlists and dictionaries, applied parsing tools to extract succinct 
lexical glosses, and built an empirical network of recurrent polysemies (15k edges, 3k nodes). 

Results: Improving on Round & Elhindi (2022), we bin word pairs according to their distance in the 
semantic network, and examine the probability distribution of phonological distances in each bin. We 
do this for language pairs of known time depth in Pama-Nyungan (Bowern & Atkinson 2021, Bouckaert 
et al. 2018). This produces ‘distribution spectra’ of divergences at various time depths (Figure 1), 
creating a multi-dimensional baseline for measuring divergence. For pairs of non-Pama-Nyungan 
families, we find distinct spectra and strikingly different signatures in frequent vs rarer vocabulary 
(Figures 2, 3). 

Conclusions: Even for low-resource languages, it now appears possible to cease reliance on the false 
Stasis Hypothesis when evaluating DTR hypotheses. However, these are just first steps. Our baseline 
(in Figure 1) currently incorporates only divergence over time. One future direction is to distinguish 
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presence/absence of recent contact at each time depth, to account for convergence. This may shed 
additional light on the deep-time spectra found in Figures 2, 3. 
 
 

 
Figure 1: Distribution spectra for 4 semantic distance bins and 8 historical depth bins, split into frequent vs infrequent lexical 
meanings. Lines that arc strongly upwards are semantic distances at which high phonological similarity most strongly outstrips 
random chance. At any time depth, the 4 curves provide a depth-specific, multi-dimensional signature of expected 
phonological divergences for word-pairs with various semantic distances. 
 
 

 
Figure 2: Distribution spectra for paired non-Pama-Nyungan families (frequent lexical meanings). Note: scale of vertical axis 
is not the same as Figure 1. 
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Figure 3: Distribution spectra for paired non-Pama-Nyungan families (infrequent lexical meanings). Note: scale of vertical axis 
is not the same as Figure 1. 
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Semantic evolution and lexical gender evolution – in phylogeny and 

geography 
 

Gerd Carling, Professor, Goethe University/Frankfurt am Main 

Nour Efrat-Kowalsky, Wissenschaftliche Mitarbeiter, Goethe University/Frankfurt am Main 

The current presentation will look at lexical semantic evolution and how this process relates to the 

evolution of gender assignment of lexemes – in phylogeny and geography. In gender languages, 

gender is normally marked at agreeing components, such as numeral, article, adjective, or verb 

(Corbett 1991, 2013; Corbett and Fraser 2000). This agreement targets either the complete 

vocabulary, or alternatively parts of it. As languages evolve, gender as a typological feature may 

either emerge (from nothing), disappear (move from gender to no gender), or alternatively switch 

categories (e.g., from masculine – feminine to masculine – feminine – neuter). In this process, the 

fluctuation between categories take place both in the vocabulary as well as at a system level. In the 

about 20% of the world’s languages that have gender (Allassonnière-Tang et al 2021) it is possible to 

observe the tendency of change between various gender systems: sexus systems (masculine – 

feminine) are more frequent and stable, as well as more likely to occur emerge and occur at proto-

language levels. This is a global trend, based on a comparative phylogenetic study of 3,200 languages 

[Carling et al to appear]. However, what still remains obscure is how fluctuations of gender systems 

operate in the vocabulary and how this is related to stability, semantic property of lexemes, or 

language contact. In the presentation, we will make use of two gender-coded lexical data sets for 

the Indo-European and Arawak language families, and address this question with respect to 

semantic stability, semantic property and propensity for gender fluctuation, in phylogeny and 

geography. Adapting a phylogenetic comparative model (Carling – Cathcart 2021), we will look at the 

difference in gender change in the lexicon in relation to change in gender systems. Preliminary 

results indicate that a change in the gender system, i.e., a loss or gain of categories (masculine, 

feminine, neuter, animate, inanimate) or systems at such (gender, no gender) starts with a 

fluctuation of gender in the vocabulary. Here, we hypothesize that the trajectory is either from less 

stable categories (inanimate, feminine, neuter) to more stable categories (animate, masculine) – in 

case of a gender loss, or vice versa – in case of gender gain. However, the semantic properties of 

nouns (such as animacy, humanness, concreteness) as well as the general substitution rates of 

concepts may also impact this process. Towards this end, we contrast the gender gain and loss of 

concepts with the semantic properties as well as the substitution rates of concept. The other option 

is that gender fluctuations are impacted by areal contact. To test this, we will set up a 

phylogeographic model (Cathcart et al 2018), testing to what level the gender fluctuations of 

languages depend on fluctuations in geographically adjacent languages. This model will be set up for 

both gender systems, as well as gendered lexemes.    

Allassonnière-Tang, Marc, Olof Lundgren, Maja Robbers, Sandra Cronhamn, Filip Larsson, One-Soon 

Her, Harald Hammarström, and Gerd Carling. 2021. "Expansion by migration and diffusion by contact 

is a source to the global diversity of linguistic nominal categorization systems."  Nature Humanities & 

Social Science - Communications 8:331. 

Carling, Gerd, and Chundra Cathcart. 2021b. "Reconstructing the evolution of Indo-European 

grammar."  Language 97(3):561-598. 
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Areal semantic patterns in nominal classification 
 
John Mansfield, Ruth Singer and Frank Seifart  
University of Zurich, University of Melbourne, CNRS Structure and Dynamics of Languages 
 
Noun classes and classifiers partition the world into semantic classes, though the semantics 
may become increasingly incoherent due to grammaticalisation effects (Dixon 1986; Mel’cuk 
2006). Following recent work on areal semantics (Koptjevskaja-Tamm & Liljegren 2017; 
Schapper & Koptjevskaja-Tamm 2022; François 2022) we investigate whether the allocation 
of nominal concepts into noun classes exhibit areal characteristics (Allassonnière-Tang et al. 
2021). In Indo-European, where noun classes (genders) are semantically bleached, class 
partitions have a strongly phylogenetic distribution (McCarthy et al. 2020). But for 
semantically richer classifier systems, we might expect that more areal spread could occur 
(Seifart 2018). The study by McCarthy et al provides a useful measure of semantic similarity 
between nominal classification systems, treating them as partitions of nominal concepts into 
sets. For example, Spanish allocates the concepts {FRUIT, MOON, FLOWER} to the same set, 
since the relevant nouns are all of the same gender. Mutual-information (MI) measurements 
can be used to capture the similarity of partitioning between languages. For example, German 
partitions {FRUIT, MOON, FLOWER} into three different genders, which would produce low MI 
for Spanish:German over this set of concepts. 
 To test for areal semantic effects in nominal classification, we target three geographic 
regions, namely northern Australia, the northwest Amazon and northern Papua New Guinea, 
for which we coded grammatical classification of a standard list of 395 nominal concepts, 
with 23 languages coded so far (see Table 1 for examples). We then apply McCarthy et al.’s 
statistical method, using adjusted mutual information (AMI) as the basis for similarity 
measurements between pairs of languages. Figure 1 illustrates a pairwise comparison 
between northern Australian languages, Murrinhpatha and Anindilyakwa, with coloured 
bands representing the number of concepts that are co-classified by pairs of classes. In this 
instance, there is a moderate degree of similarity (AMI = 0.35), largely due to alignment 
between the inanimate and animate classes. We then analyse all such pairwise similarity 
metrics, as illustrated in Figure 2, where deeper colours represent greater partition similarity. 
Preliminary results indicate that there is not a strong similarity-clustering with regions: for 
example, many Australia:Amazon language pairs are just as similar as pairs within Australia. 
These results also suggest an effect that we had not anticipated: higher similarity scores 
generally occur between languages with richer classification into largish number of 
semantically motivated classes (e.g. Murrinhpatha:Anindilyakwa, in Figure 1), while 
languages with fewer, more semantically bleached classes (such as the masc/fem 
classification in Alamblak, and other Papuan languages) appear to have generally low 
similarity to other languages. 

Further work will including coding of additional Amazonian and Papuan languages, 
and testing for whether any areal effect can be detected in a regression model. This will use 
areal location as a predictor of classification similarity, while controlling for semantic 
richness of the classification system, and phylogenetic distance between languages. While 
several limitations can be identified in this method (e.g. lack of cognacy coding), it 
nonetheless provides a novel test of areal semantics in nominal classification. 
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Table 1. Examples of noun classification in Australian and Amazonian languages 

 Daly Arnhem NW Amazon 
 Murrinhpatha M. Tjevin Wubuy Mawng Bora Muinane 
BIRD ku (ANIM) awu (ANIM) ngarra- (IV) na- (I) -co (POINT) -ɨ (ROUND) 
FISH ku (ANIM) awu (ANIM) ngarra- (IV) na- (I) -be (MASC) -bo (MASC) 
WASP ku (ANIM) awu (ANIM) ana- (II) niny- (II) -co (POINT) -cu (ROUND) 
FIREWOOD thungku (FIRE) tjendji (FIRE) ngarra- (IV) ma- (III) -wa (PLANK) -gai (PLANK) 
FIRESTICK thungku (FIRE) tjendji (FIRE) ngarra- (IV) niny- (II) -ho (OBLONG) -hu (OBLONG) 
ALCOHOL kura (LIQ) wudi (LIQ) ngarra- (IV) nung- (IV)  -pacyo (LIQ) faihu (LIQ) 

 

 
Figure 2. Pairwise noun-class comparison between two northern Australian languages. 

 
 

 
Figure 3. Heatmap of similarities between all language pairs. 
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Investigating drivers of lexical change by following colexification patterns 

Kim Gfeller & Paul Widmer 

(Universität Zürich & Universität Zürich) 

 

Keywords: Colexification, lexical change, phylogenetic methods, change rates, polysemy 

Lexical semantic change involves changes in the meaning of lexemes and in the structure of the lexicon. 

Compared to other areas of language change, semantic change is less easily reconstructed or predicted, 

partially because there is a large number of possible changes that the meaning of a lexeme can undergo 

(Urban 2014). Many studies have investigated samples of attested changes (e.g., Zalizniak et al. 2024, 

Traugott & Dasher 2002), which may show an incomplete picture, since many languages have only been 

researched for a short time. In this study, we aim to measure the speed and directionality of changes 

of specific form-meaning relations and identify correlates of lexical semantic change. 

We propose to investigate lexical semantic change using colexification patterns, colexification being the 

expression of two distinct concepts by a single lexeme (François 2008). It has been shown that related 

or similar concepts are more likely to colexify cross-linguistically (Xu et al. 2020, Brochhagen & Boleda 

2022). Colexification patterns are more likely to be borrowed compared to phonological material (Gast 

& Koptjevskaja-Tamm 2022). 

Colexifications are connected to lexical semantic change because when a lexeme shifts its meaning 

from A to B, there is an intermediate stage during which the lexeme expresses both meanings A and B 

simultaneously. At this stage, meanings A and B are colexified. Colexifications are also useful for large-

scale studies since they can be derived from dictionary data, which is readily available for many 

languages. 

Due to the connection between colexification and lexical semantic change we can follow the presence 

or absence of colexification patterns along phylogenies and identify factors that influence changes. In 

this study, we use dictionary data of three language families – Indo-European, Austronesian, and Uralic 

– from the CLICS database (Rzymski et al. 2020) and use Bayesian phylogenetic models to estimate 

change rates and stationary probabilities of common colexifications. We then use a Bayesian regression 

model to investigate the influence of three lexical properties – associativity, frequency of use, and 

borrowability – on these rates and probabilities. Associativity reflects the degree of semantic 

relatedness between words, based on experimental data (e.g., De Deyne et al. 2019 for data from 

English speakers). Frequency of use is derived from subtitle corpora and indicates how often a concept 

appears in everyday speech. Borrowability measures the likelihood of a concept being borrowed across 

languages, using data from the World Loanword Database (Haspelmath & Tadmor 2009). 

We find that associativity has a positive effect on the long-term preference for two concepts being 

colexified but negatively impacts the speed of change. By contrast, frequency of use and borrowability 

have a positive effect on the rate of change, but a negative effect on the long-term preference. We also 

observe differences between the three language families, suggesting that cultural variation may play a 

role. 
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Dialexification: A tool for detecting  

areal and hereditary trends in lexical change 
 

Mathieu Dehouck, Alexandre François & Tom Poulton 

(Lattice, CNRS, ENS–PSL) 
 

Keywords: semantic change, etymology, colexification, areality, lexical database 

 

In addition to colexification (François 2008) – wherein two meanings A and B are encoded by the same 

word in a language – a different sort of link exists when A and B are distributed across two words that 

share the same etymology. For example, Spanish esperar ‘wait’ and French espérer ‘hope’, which are 

cognate, indicate a historical connection between the two senses {WAIT–HOPE}. That connection has 

been called dialexification (François & Kalyan 2023): “two senses are dialexified if they are the 

meanings of cognate forms”. Dialexification often captures ancient cases of colexification {A–B}, which 

split up as A was kept in one language and B in another. Such former links can be reconstructed through 

the work of historical linguists, as they group words into cognate sets. 

Just like colexification, dialexification can help assess the relatedness of meanings. Connections can 

be universal, due to common human experience: eg. the {WATER–RIVER} pair is attested globally. 

Conversely, some links are restricted to certain areas or families: thus, Ding & Dong (2016) showed 

how {THUNDER–DRAGON} are prominently colexified in Sino-Tibetan languages. 

Patterns of lexification can be inherited along phylogenetic lineages; but they can equally spread 

across neighbouring languages through contact (Gast & Koptjevskaja-Tamm 2018). While these two 

types of diffusion can be hard to disentangle (as contact also occurs within phyla), co-/dialexification 

is a powerful tool for detecting, at least, contact across different families.  

“EvoSem” is a database project designed to catalogue patterns of dialexification across the world’s 

families (Dehouck et al. 2023). As of May 

2025, EvoSem features approximately 30k 

concepts, expressed by 215k words from 

3,300 languages; these are organised into 

25k cognate sets, representing 135 protolan-

guages. This wealth of data can be exploited 

to propose some statistical observations.  

For every pair of concepts, EvoSem lists 

the etyma that dialexify them. For instance, 

EvoSem finds the pair {WATER –RIVER} in 33 dif-

ferent cognate sets, belonging to numerous 

families: Arawak, Austronesian, Dravidian, 

Indo-European, Semitic, Tibeto-Burman, Tur-

kic…; this dialexification is globally well dis-

tributed. Conversely, among the 14 etyma 

dialexifying {FIRE–FIREWOOD}, six come from 

Pama-Nyungan alone [Figure]: this proves 

that this pattern is overrepresented in Aus-

tralian languages – confirming earlier studies 

(Schapper et al. 2016).  

 

Figure – Table from EvoSem, listing all the etyma 

that dialexify {FIRE–FIREWOOD} 
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In this talk, we present new statistical techniques to measure dialexifications according to 

geographic or genetic proximity. For every language family or area, we can calculate the degree to 

which semantic pairs deviate from their expected co-occurrence frequency, as measured globally. This 

way, we can empirically identify which dialexifications are widespread around the world, vs. which are 

regionally or genetically specific – based on their deviation from global tendencies. Thus, a pattern 

overrepresented in a certain area, especially if it involves different families, is likely to reflect areal 

diffusion.  

In sum, the concept of dialexification, and the EvoSem database built on it, provide a heuristic tool 

for diagnosing areal signals, and for outlining the lexical profiles of different regions around the world. 
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Number-driven dislexification in the expression of size properties: The case 
of East Caucasian 

Rita Popova & Michael Daniel 
(Saarland University & University of Tübingen; Laboratoire Dynamique du Langage CNRS) 

Keywords: East Caucasian, dislexification, number, suppletion, property words 

East Caucasian languages is a family of somewhat 50 languages indigenous to the Caucasus. Some 
languages of the family demonstrate a peculiar (dis-)lexification pattern (in terms of François 2022, 
Haspelmath 2023) in the semantic domain of size properties. Namely, the property of being small in 
size is expressed by two unrelated stems depending on the number of objects it is ascribed to. 
Referring to one small entity, one stem is used, while the other is used when referring to multiple 
small objects. The same may hold for the property of being big in size, as (1) demonstrates.  

(1) Tsakhur: 
a. ma-na  χe-b-na   iš diš-ē? 

 this-ATR.NPL big.SG-3-ATR.NPL  matter COP.NEG-Q1  
‘Isn’t it a big deal?’ 
 

b. č’ek-ɨn  umud-bɨ wo-d-ɨm-mɨ 
big.PL-ATR hope-PL  be-NPL-ATR-PL 
‘There are high hopes.’ 

(Kibrik 1999: 773, 859)  

While number-driven stem alternations in the expression of size properties are reported for diverse 
languages elsewhere in the world, the pattern is overall cross-linguistically rare (Nurmio 2017, Popova 
& Daniel 2023). The latter study also observes that the alternation of stems is not characteristic of 
property words from other semantic fields, such as ‘long’, ‘old’, ‘red’, etc.  

In our talk, we present data on lexification patterns obsrved in this domain across East 
Caucasian lan- guages. First, we demonstrate that within East Caucasian, it is attested in the areally 
separated (south, central, northwest) languages belonging to different branches (Lezgic, Lak, Andic 
and Nakh) which are not in direct contact with each other. Such a broad distribution of a cross-
linguistically uncommon phenomenon is intriguing. It is not immediately clear what type of 
evolutionary scenario can account for such a distribution.  

Second, we demonstrate that in all languages in our sample, this stem alternation can be 
attributed to a single pathway of historical semantic change, also observed in the languages discussed 
by Maiden (2014) and Nurmio (2017). In languages such as Megleno-Romanian or Swedish, the 
present-day suppletive plural allomorph of ‘small’ or ‘big’ at the ancestral stage was a separate lexeme 
that was used to describe structure of substances or entities composed of numerous parts, e.g. 
modern Swedish små ‘small.PL’ developed from Old Norse smár ‘composed of small parts’ as in smár 
skógr “forest consiseng of small trees” (Nurmio 2017). 
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Different East Caucasian languages are at various stages of a similar process, whereby the use 
of the ‘component structure’ word evolves from a lexical choice into a grammaecally condieoned stem 
alternaeon. We explore the possibility of an explanaeon that accounts for the distribueon of number-
governed adjeceves of size, incorporaeng both genealogical inheritance and contact-induced change. 
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Areal spread and genealogical inheritance of discourse formulas in Daghestan 
Nina Dobrushina 

(Laboratoire Dynamique du Langage (CNRS, Lyon)) 

 

Formulas, conversational routines, language contact, inheritance, Daghestan 

 

There is a common belief that pragmatically motivated, interactional discourse phenomena are easily 

borrowed (Beier & Sherzer 2002; Aikhenvald 2007; Andersen 2014; Daniels & Brooks 2019). Although the 

diffusion of discourse formulas (aka conversational routines) may indicate intensive communication 

across language borders and reveal large linguistic areas, it is severely understudied. Even less is known 

about the inheritance of discourse formulas: to what extent are discourse formulas stable across 

generations? as easy targets for borrowing, can they resist the influence of contact? 

In this talk, I will analyze the interplay of contact and inheritance factors in several discourse formulas 

in the languages of Daghestan and their neighbors (about 45 languages), using elicitation, grammars and 

dictionaries as sources.  

The Republic of Daghestan is an area of high linguistic density. Most of the languages spoken in 

Daghestan belong to the Nakh-Daghestanian (East Caucasian) language family. Despite this linguistic 

diversity, the peoples of Daghestan are culturally very homogeneous. They are almost exclusively Muslim, 

share many similarities in their occupations and customs, and are in close contact with each other. There 

was never a single lingua franca common to all of Daghestan before the arrival of the Russian language in 

the mid-20th century, but in some parts of North and South Daghestan Avar and Azerbaijani were used 

as lingua francas (Chirikba 2008: 30).  

Among the formulas studied in this paper are commemorative formulas. These are expressions used 

as modifiers to accompany a reference to a deceased person. The study shows that there is a great 

variation across the region, and that both matter and structural copying are abundant. There are three 

most common patterns that roughly correspond to the genealogical grouping of the languages: the 

speakers of Avar-Ando-Tsezic languages use the structural pattern that can be literally translated  as ‘May 

the sins be washed away’ (ex. 1), the speakers of Lezgic languages use the formulas that include the Arabic 

word rahmat (most probably borrowed via Azerbaijani) (ex. 2), while the speakers of Lak and Dargwa 

languages use the formula with another matter borrowing - ʡaˁpa (‘forgive’ in Arabic) (ex. 3).  

 

(1) Anchiq dialect of Karata 

c’aq’o-w hek’wa w-uk’ wa munah m-uča-w 

good-M  men M-be.PST sin N-wash.PTCP-M 

‘He was a good man, may his sins be washed away’ (Gadzhimagomedov 2019) 

 

(2) Lezgian  
rähmet xa-ji   Mehamd-a-n   rik'  ala-j   zat'  
mercy  be-AOR.PTCP  Mehammad-OBL-GEN  heart  be.on-PTCP  thing  
tir   ima 
COP.PST this 
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‘The late Mehammad loved this thing.’ (Tsnal dialect, Fazir Dzhaliev, p.c.) 
 

(3) Standard Dargwa 
ʡaˁpa  b-arq'   ʡaˁħ-si   adam  w-iri 
forgiveness  n-do.pfv.OPT  good-ATTR  men  M-be.PST 
‘The deceased was a good man.’ (Yusupov 2014: 350) 

 

The distribution of some other previously studied formulas is largely similar (Naccarato & Verhees 2021). 

In all cases, we see a very strong areal signal; no other phonological or grammatical phenomena of contact 

origin spans such vast areas in North Caucasus.  

Since the areal distribution of formulas strongly overlaps with the genealogical distribution, it is 

difficult to distinguish inheritance from the result of contact. In order to do this, I consider several outliers: 

speech communities located outside their genealogical area. They clearly show that the formulas are 

inherited, but are quickly substituted by a borrowing under certain conditions. I conclude that the areal 

signal is by far stronger in the diffusion of discourse formulas than the genealogical signal.  
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A Language Model perspec1ve on cross-linguis1c colexifica1on pa7erns 

Roksana Goworek, Maria Koptjevskaja-Tamm & Haim Dubossarsky 

(Queen Mary University of London; Stockholm University; & Queen Mary University of London, 
University of Cambridge and The Alan Turing InsLtute) 

Keywords: colexificaLon, language model, geneLc relaLons, language contact, cross-linguisLc 

Cross-linguisLc colexificaLon research has gained significant interest in recent years, with new datasets 
curated and innovaLve analysis methods developed (Vanhove ed. 2008; Zalizniak et al. 2012; Juvonen & 
Koptjevskaja-Tamm eds. 2016; Rzymski et al. 2020). Here we propose Multilingual Language Models 
(mLMs) as a powerful framework to investigate cross-linguisLc colexificaLon on both large- and fine- 
scales analyses. mLMs can be thought of as polyglots: trained on dozens of languages, they acquire implicit 
knowledge about linguistic patterns. Here, we teach them to disambiguate polysemous words in one 
language, and ask a simple but revealing question: how useful is this training when the model is tested on 
a different language?  

The underlying assumption is intuitive: more similar languages should support (‘transfer to’ in NLP terms) 
each other more effectively (Lauscher et al. 2020; He at al. 2022). This similarity is usually attributed to 
shared genetic inheritance, areal contact, and their interaction, along with possible universal patterns, 
remains a core issue in typological research (Gast & Koptjevskaja-Tamm 2018; Jackson et al. 2019; 
Georgakopoulos et al. 2022; Liljegren 2022; Norcliffe & Majid 2024). Our experimental setup offers a novel 
lens through which to analyze cross-linguistic colexification. We present a large-scale cross-linguistic 
analysis that leverages the polyglot nature of mLMs to systematically evaluate this question at both macro 
and micro levels. Our factorial design compares transfer performance across language pairs that differ in 
genetic relatedness and contact history. For instance, we examine transfer from Polish to Russian and 
from German to Hindi, pairs with varying degrees of genetic and areal affinity, and contrast these with 
more distant combinations like Azerbaijani–German. In each case, we assess how well colexification 
knowledge in language X supports polysemy disambiguation in language Y. We observe that both 
genealogical closeness and areal contact can enhance transfer. 

We complement this investigation with a micro-level analysis of dozens of colexified words across 10 
languages that were collected by native speakers (Goworek et al. 2025), providing a detailed account of 
specific colexification examples and identifying which trained languages contribute most to their 
disambiguation. Findings like this can prompt in-depth investigations into previously unnoticed 
colexification patterns across languages, and more broadly, into the types of semantic overlaps that 
enabled them, and their possible universality. These overlaps are crucial for understanding semantic 
change given that polysemy and colexification often mark transitional stages in the evolution of word 
meaning (François 2008). By highlighting such patterns at scale, our approach provides empirical support 
for hypothesized semantic trajectories, revealing latent relationships that may foreshadow future shifts 
in meaning. 

551



The results raise meta-theoretical questions about how mLMs perceive polysemy and homonymy. Do they 
grasp semantic ambiguity like humans, or detect different patterns? As AI plays a growing role in linguistic 
analysis, understanding where human and machine language abilities align or differ is crucial—for 
computational linguistics and for the future of typology, semantics, and language change. 

Our method also tackles key methodological issues in cross-linguistic research. Prior work shows that 
choices like word lists or language comparisons can bias results (Schapper & Koptjevskaja-Tamm 2022). 
By using transfer-based evaluation, our approach—applicable to 100+ mLM-supported languages—avoids 
such subjective choices. As studying lexico-semantic patterns is vital to understanding cross-linguisLc 
colexification, scalable and reproducible methods like ours offer a promising path for more robust and 
diverse future research. 
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A cross-linguistic experiment on the role of emotion intensity in the psych 
alternation 

 
Addison J. Blanchard-Rooney & Niklas Wiskandt 

(CNRS UMR 5565 Dynamique du Langage, Université Lumière Lyon 2 & Heinrich-Heine-Universität 
Düsseldorf) 

 
Keywords: emotions, psych verbs, psych alternation, experiment, Romance languages 
 
We report on a novel perspective on the psych alternation (cf. e.g. Rott et al. 2020), employing 
experimental methodology to investigate a yet unexplored semantic effect within a theoretically-
dominated domain. 
In Romance languages, speakers can opt to realize the experiencer of a psych verb in one of three 
ways, as demonstrated here in French (Legendre 1993: 373): As the object in an active voice 
construction (1a), or as the subject in a pronominal voice construction using a detransitivizing reflexive 
clitic (1b). These two constructions form syntactic alternation pairs. Stative passives, as shown in (1c), 
represent yet a further possibility. 
 
(1)  a.  Le   sort de-s personne-s  âgé-e-s   préoccupe Pierre. 
     DEF.M fate of-PL person-PL  aged-F-PL  worry.3SG Pierre 
     ‘The fate of old People worries Pierre.’ 
 
   b. Pierre se  préoccupe du    sort de-s personne-s âgé-e-s. 
     Pierre REFL worry.3SG of.DEF.M fate of-PL person-PL aged-F-PL 
     ‘Pierre worries about the fate of old people.’ 
 
   c.  Pierre est   préoccup-é   du    sort de-s personne-s âgé-e-s. 
     Pierre be.3SG worry.PTCP.M  of.DEF.M fate of-PL person-PL  aged-F-PL 
     ‘Pierre is worried by the fate of old people.’ 
 
While previous research on this topic has been primarily theoretical (e.g., Belletti & Rizzi 1988 for 
Italian; Royo 2018 for Catalan), this study takes an empirical perspective, investigating the role of 
emotional intensity on speakers’ choice of voice construction. Our cross-Romance syntactic 
experiment employs 16 piloted visual stimuli, which portray transitive actions between two people, of 
which one is the experiencer of an emotion. Actions and facial expressions were devised in accordance 
with the six basic universal emotions (Ekman 1999), and with two levels of emotion intensity (high vs. 
low) for each basic emotion. 
 
In an online experiment, 49 native speakers of Catalan, Spanish, French, Italian, Portuguese, and 
Romanian are shown 10 stimuli, each accompanied by a psych verb. Each emotion is shown exactly 
once, and both intensities at least once. Additional controlled filler stimuli were created. Each stimulus 
is presented individually. Participants are tasked to generate a written description of the stimulus and 
to use the verb from the caption in their description. These descriptions are analyzed from a qualitative 
morphosyntactic and semantic perspective, and from a quantitative perspective, using multinomial 
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logistic regression to model the effect of emotion intensity within and across emotion classes and 
languages. Moderation by the emotion itself is also calculated and sociodemographic covariates 
considered. 
 
Regarding an effect of emotional intensity on the voice alternation, we expect an increased perception 
of causality with active voice to induce a correlation between active voice and higher emotional 
intensity. We also assume that the emotional category itself moderates this effect in an interaction 
term, i.e., the strength of the expected voice tendencies to not be equally pronounced across all verbs. 
When comparing the languages of investigation, we predict similar tendencies across the language 
family as a whole, however with language-dependent effect strengths. Strikingly, other considered 
covariates, e.g., participant bias and emotion class, show stronger effects in the data. 
 
The mixed-methods nature of the experiment, as well as the novel consideration of emotional intensity 
as an influencing factor, offer a new perspective into this syntactic alternation. Furthermore, 
consideration of additional covariates provides significant results. Our findings aid in creating a more 
wholistic understanding of speakers’ motivation in choosing a morphosyntactic construction when 
presented with multiple options. 
 
 
Glossary 
3   third person            M   masculine            REFL reflexive 
DEF  definite              PL   plural              SG  singular 
F   feminine              PTCP participle 
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Escaping (from) the dative alternation.  

Alternating indirect objects without a direct object. 
Alexander Van Herpe & Dirk Pijpops 

(Universiteit Antwerpen) 

Keywords: dative alternation, indirect object, language processing, constructional grammar, 

collosutructional analysis. 

 

The Dutch dative alternation between the ditransitive and the prepositional dative construction as in 

(1)-(2), is for a large part determined by processing-related factors, such as the givenness and 

complexity of theme and recipient, that have a stable influence among various alternating verbs – 

although lexical effects do appear stronger than in English (Bernolet & Colleman 2016, Colleman 2020 

and Engel et al. 2024). Meanwhile, for the Dutch transitive-prepositional alternation, where the direct 

object alternates with a prepositional realization, as in (3)-(4), construal-related differences that are 

tied to specific verbs appear comparatively stronger predictors. For example, for verlangen ‘desire’ in 

(3), the prepositional variant is much more likely when the desire is construed as a longing, whereas 

the transitive variant is preferred if the desire is construed as a demand (Pijpops et al. 2021). Much like 

the dative alternation, the choice between both variants is multifactorially determined and processing-

related factors do come into play, but unlike the dative alternation, they play second fiddle and usually 

only overrule the difference in construal in extreme cases.  

 

(1) Alexander had (naar) Parmenion reeds versterkingen gezonden. 

‘Alexander had already sent Parmenion reinforcements.’ 

 

(2) Voor de veldslag had hij (aan) zijn generaals duidelijke instructies gegeven. 

‘Before the battle, he had given his generals clear instructions.’ 

 

(3) We zijn gewoon twee mensen die (naar) een kind verlangen. 

‘We are just two people that long for a child.’ 

 

(4) Samen bouwen we (aan) een mooie toekomst. 

‘Together, we are building a beautiful future.’ 

 

Between both alternations, a group of verbs such as ontsnappen ‘escape’ in (5) or ontlopen ‘avoid’ in 

(6), can be found. These verbs express some movement by the subject away from the object; other 

such alternating verbs include ontvallen ‘pass away’, ontgroeien ‘outgrow’ and ontkomen ‘evade’. 

Functionally, the single object of these two-place verbs is an indirect one (Vandeweghe 2013: 86), and 

it could therefore be hypothesized that they alternate much like other indirect objects in the dative 

alternation. That is, we would expect the choice between both variants to be primarily driven by 

processing-related variables. Formally, however, in taking only a single object, these verbs are at least 

superficially more alike the verbs of the transitive-prepositional alternation. As such, one could 

hypothesize that their alternation is primarily determined by construal-related factors tied to 

individual verbs.  

 

(5) Darius wist (aan) zijn achtervolgers te ontsnappen. 
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‘Darius managed to escape his pursuers.’ 

 

(6) De kans om (aan) een controle te ontlopen, was quasi nihil. 

‘The probability to avoid a check-point, was almost nil.’ 

 

We aim to find out if the aan-alternation for this group of ont-verbs behaves more like the dative- or 

the transitive prepositional alternation. To address this issue, we will conduct a quantitative corpus 

study, based on the SoNaR corpus of written Dutch (Oostdijk et al. 2013), following the methodology 

laid out by Pijpops et al. (2021), making use of collostructional analysis (Gries 2004) and mixed effects 

logistic regression modelling.  
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Background: Most Romance languages [RL] are considered verb-framed languages (Talmy 1985), as 

they typically encode the event result within the verb root. A few recent studies have discussed 

whether certain syntactic alternations that involve non-verbal result expressions are restricted in this 

language type (Lewandowski 2014). 

Phenomenon: This study addresses the material/product (M/P) alternation – as a lesser studied type 

of argument alternation – in French and Italian. In the M/P alternation, the material and the product 

(result) of a creation event surface as either object DP or PP, cf. (1) and (2-3) for data from this study. 

(1)  a. DP V DPPRODUCT  PPMATERIAL  “effected-object variant” 

  b. DP  V  DPMATERIAL  PPPRODUCT   “resultative-PP variant” 

(2) French a. La personne a sculpté une poupée avec  du bois. 

     the person has carved a doll  with  PART wood 

    b. La personne a sculpté le bois  en (une) poupée. 

     the person has carved the  wood in a  doll 

(3) Italian  a. L’uomo ha intagliato una bambola di legno. 

     the man has carved  a doll  of wood 

    b. L’uomo ha intagliato del legno a forma di bambola. 

     the man has carved  PART wood to form of doll 

In previous research the resultative-PP alternant (cf. the b-examples) has been deemed largely 

unacceptable in RL (Folli and Harley 2020). Furthermore, effected objects (cf. the a-examples) are not 

as widely available as they are, e.g., in English (Mateu 2003). 

Research questions: 

1) (Under what conditions) does the material/product alternation occur in French and Italian? 

2) (How) do the languages differ from one another? 

Data: In a production study, a total of 1347 creation event descriptions was elicited from 96 

participants, providing as stimuli both pictures and lexemes (deemed likely to allow the alternation). 

The data was coded for syntactic means of result lexicalization and for the structure of the resultative 

PP (if present). 

Results: The M/P alternation was attested in French and Italian for > 50 % of the lexemes. In both 

languages, the effected-object alternant rather occurs with obligatorily transitive and agentive verbs 

(cf. 2-3) than with ergative verbs. Verbs vary with respect to the frequency of the alternants. 

Differences between the languages are related to prepositional inventories. While French en ‘in’ 

(contrasting with French dans ‘in’) yields unambiguous resultative semantics with the attested PPs, 

Italian PPs headed by in are often ambiguous between locative, directional and resultative readings. 
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Overall, the results show that the created-result frame is available in RL, and that lexical factors play a 

role for the availability and frequency of usage of both alternants. 

Analysis: A formal analysis of the M/P alternation must take into account not only lexico-semantic 

contrasts between verb classes and the semantic fine structure of individual lexemes, but also the 

semantics of prepositions. This study presents such a formal model of the alternative mappings seen 

in the M/P alternation within the framework of Lexical-Functional Grammar (Bresnan 1982), drawing 

on the architectural assumptions and feature-based mapping principles of Lexical Mapping Theory 

(Bresnan and Kanerva 1989, Findlay, Taylor and Kibort 2023). 
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Classifier constructions in English and German: Compounds vs. head-classifier 
constructions 
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Classifier constructions serve the purpose of specifying the type of entity denoted, whereby the 
classifying element conceptually restricts the property, not the referent set (Gunkel and Zifonun 2009). 
English has three classifying forms: adjective-head (black tea), compounds (fire arms) and head-
classifier constructions (HCCs; man of faith). What is interesting about the latter two constructions is 
that, despite the difference in form, they can often be used without a clearly discernible difference in 
meaning: e.g. date of birth and birth date. Nevertheless, corpus data show that there often is a clear 
preference for one form: e.g. stone wall (73,977)/wall of stone (2,464) (enTenTen). On the other hand, 
some meaning relations do not allow for alternatives: e.g. man of substance/*substance man. 

German has four classifying constructions: adjective-head (schwarzer Tee ‘black tea’), 
compounds (Steinmauer ‘stone wall’), post-head genitives (Zeit der Trauer ‘time of sadness’) and post-
head prepositional phrases (Mann von Mut ‘man of courage’) (Zifonun 2010). The language seems to 
prefer compounds such as Geburtsdatum ‘birth date’ (78,402) to Datum der Geburt ‘date of birth’ (367) 
(deTenTen), although post-head genitives in general are also frequently used. In some cases, however, 
here too only one form seems to be available: e.g. Frau von Verstand ‘woman of sense’ (Zifonun 2010). 

These alternations, or lack thereof, have been little discussed for German (Gunkel and Zifonun 
2009, Zifonun 2010, Kopf 2021) and even less for English (Keizer & ten Wolde 2024). Using data from 
contemporary English and German from the TenTen corpora, the present study explores the 
differences between the various noun-classifier constructions in these languages, addressing the 
following questions: 

1) What alternation preferences can be observed? 
2) Is there a correlation between the choice of construction and the type of relation between the 

classifier and the head noun? 
3) When alternation is possible, what factors determine the choice of a particular form 

(semantics; syntactic considerations; genre; degree of conventionalization)? 

This study focuses on head nouns commonly used in these constructions as has been discussed in 
previous research, including abstract, concrete, relational and collective first nouns. Up to 100 of the 
most frequent types per head noun have been extracted from the corpora (including frequency 
numbers and genre information). The classifying constructions have been coded for type and whether 
alternation is attested in corpora. The classifying first nouns have been coded for count or non-count, 
singular or plural and modification restrictions. Preliminary results show that the semantic relation 
between the two nouns is the primary predictor for the variation selected in both languages, and there 
are strong parallels between both languages. Finally, working within Functional Discourse Grammar 
(Hengeveld and Mackenzie 2008), this study explores how respective alternations can be modelled 
across closely related, yet different, languages. 
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Background and research aim 

Abui is a minority language of Alor (Indonesia), in intense contact with Alor Malay, the regional lingua 

franca. Abui P-indexing on verbs is a very complex system, with alternations conditioned by both 

lexical factors and semantic factors, such as animacy, definiteness, and affectedness (Kratochvíl 2014). 

When indexing P arguments, speakers choose between six prefix paradigms, several proclitics, and 

zero-marking (Kratochvíl, Saad, and Delpada under review). In this talk, we focus on the influence of 

animacy. In contrast to Abui, Alor Malay has no P-indexing (nor any other verbal morphology). 

The contact situation results in an under-documented pattern of bilingualism, recently termed 

Late/Delayed/Adult Vernacular Production (Saad, Arnold, and Peddie in prep.; Anderbeck 2015; 

Peddie 2021): children are raised in Alor Malay, but acquire passive competence in Abui through 

overheard speech (Kratochvíl 2007; Saad 2020). They become active speakers of Abui only in late 

adolescence/early adulthood as they enter the community of adults, who use Abui in daily life. Under 

these circumstances, we may expect younger speakers with less input to reconfigure the complex Abui 

P-indexing system. In this paper we investigate the nature of this potential contact-induced change in 

Abui animacy-conditioned P-indexing. 

Method/Approach 

We use data from a production experiment, in which speakers describe short videoclips showing 

transitive events, involving animate and inanimate P arguments in combination with specific verbs. 

Using a cross-sectional approach, we compare younger speakers (under 25) to older speakers (above 

40). We combine this with a longitudinal approach, comparing data from a single group of 18 younger 

speakers, gathered in two waves: when they were (pre)adolescents (aged 9-16) in 2015 (T1) and when 

they had become young adults (aged 17-25) in 2023 (T2). 

Results 

The data show that i) There is no trend towards overall loss of overt P-indexing in younger speakers ii) 

In general, younger speakers behave more like older speakers as they age from T1 to T2. (iii) Certain 

prefixes are used more often by younger speakers to index animate Ps, while other prefixes are used 

less (compared to older speakers). (iv) Younger speakers innovate: they use many Malay verb stems, 

which index animate P with an Abui prefix. Thus, compared to older speakers, there is both a spread 

and a loss of animacy effects on younger speakers’ indexing systems, depending both on the indexing 

strategy and on the lexical verb (class). We compare our results to data from other studies on 

acquisition of differential argument marking and on contact-induced change in complex argument 

marking morphology across languages. 
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The effect of discourse accessibility on syntactic alternations in English 
Introduction. There are many ways to put the same idea into words. A widely-cited case study 
is the dative alternation, where the direct object construction (DO) is almost always 
interchangeable with the prepositional object construction (PO) (see Sample Items). But what 
causes a speaker to choose one construction over the other? In the case of the dative 
construction, a key idea has been information structure, and, specifically, that DO has a 
preference for old information to precede new information1. Given that PO is more frequent 
(canonical) than DO, perhaps more generally, non-canonical constructions have a preference 
for old-new word order2-11, but evidence for this proposal is limited13-14. In contrast, it is possible 
that the preference for old-new order is an idiosyncratic property of DO. We tested whether 
non-canonical constructions have a preference for old-new word order, across three English 
alternations. 
Method. We conducted three experiments, one for each alternation: dative, locative, and 
active/passive. On each trial, we presented participants with a context sentence, followed by a 
target sentence that varied in canonicity (see Sample Items). The context sentence mentioned 
one, two, or none of the arguments in the target sentence (so old arguments were preceded by 
the and new arguments by a/an). Thus, each experiment had a 2x2x2 design: the information 
status of the 2 arguments and the construction (canonical/non-canonical). 
Results & Discussion. For brevity, we consider only sentences with new-old and old-new 
information status (Figure 1). For each experiment, we fit a Bayesian cumulative regressions 
with the full random effects structure. The term of interest was the interaction between 
information order and canonicity. We found that, in the dative and active/passive experiments, 
old-new was preferable to new-old in the non-canonical construction relative to the canonical 
construction. No such interaction was found for the locative experiment. However, unlike in the 
dative alternation, a post-hoc comparison revealed that the active (canonical) construction is 
more sensitive to information structure than the passive (non-canonical construction). Thus, in 
each alternation that we tested, we found a different effect of information structure on 
acceptability. This suggests that information structure is a critical tool for explaining why 
speakers may choose one construction over the other, but that there is no clear connection 
between the canonicity of a construction and its preferred information structure. 
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Sample Items (the manipulated arguments are in boldface) 
1. Double Object: 

PO (canonical): The professor sent the grant to the administrator. 
DO (non-canonical): The professor sent the administrator the grant. 

2. Locative: 
Subject-first (canonical): The weapon lay behind the box. 
Location-first (non-canonical): Behind the box lay the weapon. 

3. Active-Passive: 
Active (canonical): The detective took the weapon. 
Passive (non-canonical): The weapon was taken by the detective. 
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Figure 1. The results of the experiments for each alternation. Hollow circles are item means, 
and error bars are 95% bootstrapped confidence intervals over item means.  
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Auxiliary selection in French and Italian: a corpus-driven analysis 
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Keywords: Auxiliary selection, agency, aspect, French, Italian 
 
In French and Italian, intransitive verbs can select either ‘have’ or ‘be’ as auxiliaries in the perfect tense. The 
complexity of auxiliary selection (AS) is highlighted by verbs that allow both auxiliaries in the same language 
(i), and others that differ in auxiliary choice across languages (ii). 

(i) Fr.   Les  prix  ont  monté  spectaculairement  
  DEF.PL  price.PL have.PRS.3PL rise.PRF.PTC  spectacularly 
  ‘the prices have risen dramatically’ 

 Le taux d’inflation  est  monté à 3 % 
 DEF.SG  rate of inflation be.PRS3sg rise.PRF.PTCP to 3%. 
 ‘the inflation rate has risen to 3%’ 

(ii) Fr.  Il  a disparu.  It. È scomparso. 
 PRO.NOM.3SG have.PRS.3SG disappear.PST.PTCP  be.PRS.3SG disappear.PST.PTC 
 ‘he has disappeared’ 

Extensive research has been devoted to the syntactic and semantic verb features that influence AS. A major 
hypothesis is Sorace’s (2000, 2015) “Auxiliary Selection Hierarchy”, proposing a scale with telicity and agenti-
vity as the two extreme poles: telicity aligns with ‘be’ selection, while agentivity favors ‘have’. 

The state of the art, however, presents several gaps that this study aims to address: a lack of large-scale corpus 
studies, insufficient attention to verbs allowing both auxiliaries, and an unclear understanding of why ‘have’ 
is more common in French. 

This study focuses on verbs that allow auxiliary alternation in Italian and French, using both quantitative and 
qualitative methods to identify the syntactic and semantic parameters driving auxiliary selection (AS). It 
analyzes approximately 1,000 sentences from Sketch Engine (Jakubíček et al. 2013) — composed of 100-
sentence samples for a selection of Italian and French verbs with the highest statistical rates of auxiliary 
alternation — manually annotated for 16 parameters related to the semantic features of the subject, aspect 
markers and syntactic construction (see Fig. 1 & 2 below). To evaluate the influence of these parameters on 
AS, the study employs χ² clustering (Kass 1980) and random forest analysis (Kuhn 2008). These two statistical 
methods are complimentary because of their output: CHAID progressively creates smaller sub-groups of 
sentences by maximizing differences between sub-groups and minimizing differences between each one. 
Hence, it groups similar sentences and selects, among the given parameters, the strongest predictor to split 
each node (Figure 1). In contrast, RF provides a ranked list of all the splitting parameters, sorted in decreasing 
order of their importance in predicting AS (Figure 2). Findings are corroborated by a usage-based question-
naire using Likert-scale acceptability judgments, structured as a Latin square (Bross 2019). This multifaceted 
approach ensures robust and reproductible results. 

Key findings include: 
• Refinement of agentivity parameter: Agentivity alone cannot fully predict ‘have’ selection; we introduce 

a statistically validated hierarchical agentivity scale incorporating the human feature and internal cause 
(Levin & Rappaport Hovav 2005; Mateu 2009).  

• Aspectual semi-auxiliaries: In Italian, these are partially “transparent” with respect to the AS properties 
of the infinitive; that is, the choice between ‘be’ and ‘have’ as an auxiliary depends to a certain extent on 
the AS of the verb in the infinitive form, unlike in French (Viale et al. 2024).  

• Cross-linguistic differences: Contrary to the view that French simply shifted more verbs to ‘have’ selection, 
this research highlights fundamental differences in auxiliary selection principles: Italian AS is primarily 
driven by semantic factors (Sorace 2000, 2015; Viale & al. 2024), while French AS is more construction-
dependent.  
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Fig 1. CHAID applied on the annotated Italian sentences   Fig. 2. Random Forest applied on the annotated Italian sentences 
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Long-term variation is often viewed on the population level, with the role of individuals considered 

‘reduced below the level of linguistic significance’ (Labov 2012: 265). Such views narrow the scope of 

research by tightly focusing on social identity, minimizing the influence of individual differences. By 

studying individuals, we may uncover how they accommodate change in their understanding/use of 

language over their lifetime, and how individual differences in cognitive processing impact the spread 

of variants (Petré and Anthonissen 2020, Blas Arroyo 2023). 

This paper provides a study of 20 renowned male white authors across three 100-year periods 

of late Modern English (from c. 1650, 1700, 1800, respectively). It investigates changes in their use of 

competing variants of finite vs. nonfinite complement clauses (CCs) with the complement-taking 

predicates (CTPs) remember, forget and expect. In this variation, the finite CCs (that-clauses and zero- 

complementation clauses; the older forms) compete with the nonfinite CCs (the to-infinitive, the newer 

form, although first attested late 14th century; see Los 2005: 254-255) and the ing-form (emergent). A 

preference for a certain form could be due to processing considerations, a (personal) determination of 

a semantic/pragmatic difference, or even a (conscious) social association (as suggested by Cheshire, 

Kerswill and Williams 2005; and contrary to Labov 2001: 28). While the nature of their competition 

appears to change, all patterns continue to coexist. 

Data consist of >500,000 words per individual, annotated for CCs with remember, forget, and 

expect, and coded on seven variables. Multifactorial classification models (cf. Fonteyn and Nini 2020) 

are employed to determine which language-internal factors condition individuals’ variation, and how 

these constraints vary between individuals, between periods, and during the lifespan of an individual. 

Preliminary results from >4,000 instances show individuals tend to organise their own behaviour using 

partly idiosyncratic systems; we argue this accounts for the persistence of long-term variation. A drop 

in the degree of idiosyncrasy between the earlier and later periods shows potential standardisation at 

play. In addition, lifespan analysis reveals (almost) all authors increase their use of that-clauses 

(previously regarded as an older form) across their lifespan. We propose this tendency relates to all of 

them being professional writers who are increasingly placing more emphasis on the clarity of their 

prose. 

Generally, the results suggest that individuals may have different cognitive representations of 

certain constructions, and that population-level change is simply a change in the average semantic-

pragmatic or social understanding of the different forms, and/or the relative processing advantages. 
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Voice syncretism in the psych alternation 
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We present a novel typological perspective on the psych alternation (cf. Rott et al. 2024), i.e. the 

process of deriving intransitive subject experiencer verbs from transitive object experiencer verbs like 

in (1) and vice versa like in (2), based on patterns of voice syncretism (cf. Bahrt 2021). 

(1) Spanish (Rott et al. 2024: 6) 

a. El concierto  alegra      a  Sofia. 

the concert  make.happy.3SG to Sophie 

‘The concert makes Sophie happy.’ 

b. Sofia   se  alegra      (con el/por el/del   concierto). 

Sophie  REFL make.happy.3SG (with the/for the/of.the concert) 

‘Sophie gets happy about the concert.’ 

(2) Turkish (Rott et al. 2024: 34) 

a. Adam kurtçuk-lar-dan endişe-len-ir. 

Man  maggot-PL-ABL  worry-INCH-PRS 

‘The man is worried due to the maggots.’ 

b. Kurtçuk-lar adam-ı  endişe-len-dir-ir 

maggot-PL  man-ACC worry-INCH-CAUS-PRS 

‘The maggots worry the man.’ 

Previous research on the psych alternation has addressed a limited range of mostly Indo-European 

languages, and has almost exclusively dealt with the detransitivizing direction. It has been debated, 

usually on a language-specific basis, whether the psych alternation is a subtype of the causative 

alternation (e.g. Alexiadou & Iordǎchioaia 2014) or something different (e.g. Rozwadowska & Bondaruk 

2019). The goal of this talk is to contribute to this debate from a typological perspective. 

Recent typological studies (Rott et al. 2020, 2024) have shown the morphosyntactic diversity of psych 

alternation marking, but have not clarified the theoretical question of the syntactic classification and 

its cross-linguistic significance. This talk takes a new typological approach inspired by the study on voice 

syncretism by Bahrt (2021):  

The proposed method targets the grammatical markers used to form psych alternation pairs, and 

identifies all occurrences of syncretisms with other grammatical markers in the given language. The 

focus lies on syncretisms with other voice functions. The method is applied to a genealogically and 

geographically diverse sample of 20 languages, encompassing both transitivizing and detransitivizing 

alternations, to overcome the prevailing mostly euro-centric perspective on the domain. Based on the 
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patterns we identify in the sample, we show that the verbal marking in the psych alternation regularly 

syncretizes with causative and anticausative marking. 

Causative syncretism can be attested for almost all languages featuring a transitivizing psych alternation 

in the sample. Some languages like Warrongo (waru1264, Northern Pama-Nyungan) feature complex 

syncretism, i.e. a psych alternation marker syncretizing with more than one voice, with causative and 

applicative voice. When there is complex syncretism with two voices, the psych alternation syncretizes 

with causative and applicative voice. The only instance for a complex syncretism with three voices is 

also found in Warrongo, but only marginally documented. It features a syncretism involving causative, 

applicative and anticausative voice functions. 

In the detransitivizing psych alternation type, all markers syncretize with the anticausative. Complex 

syncretism patterns (e.g. also including the passive and reflexive) are significantly more frequent than 

in the transitivizing type. 

The results provide a typological substantiation to the assumption of a close relation between the psych 

alternation and the causative alternation. This outcome allows for two possible interpretations that the 

talk discusses: Either psych transitivization and detransitivization are independent voice functions, but 

there is a cross-linguistic tendency for them to syncretize with causative and anticausative marking; or 

the psych alternation is simply a subtype of the causative alternation. 

 

Glossary 

3  third person 

ABL ablative 

ACC accusative 

CAUS causative 

INCH inchoative 

PL   plural 

PRS  present 

REFL reflexive 

SG  singular 
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Argument inversion with psychological predicates in Spanish 
 

José M. García-Miguel & Victoria Vázquez-Rozas 
 (Universidade de Vigo & Universidade de Santiago de Compostela) 

 
Keywords: psychological predicates, syntactic alternations, argument inversion, conversive diathesis, 
collostructional analysis 
 
In Spanish, like in other languages, clauses with psychological predicates deviate from canonical 
transitivity. Neither of their participants, the Experiencer and the Stimulus, can be classified as a 
prototypical Agent-subject or a prototypical Patient-object, as both have properties of both subject 
and object. This ambivalent nature of the participants in experiential events provides a rationale for 
the existence of alternating structures with psychological predicates and for the non-canonical marking 
of their arguments in many languages (Haspelmath 2001; Rott et al. 2024). 
This paper presents a usage-based study of the diathesis alternation illustrated in (1)-(2) 
 

(1)  (A ella) le/la alegr-ó ver=me 
 (to her) 3SG.DAT/ACC make.happy-PST.3SG see.INF=1SG.OBJ 
 Exp|Obj Exp  V Stim|Subj 
 ‘It pleased her to see me’ 

‘She was happy to see me’ 
 

(2)  (Ella) se  alegr-ó al/de ver=me 
 (she) REFL.3 make.happy-PST.3SG at.the/of see.INF=1SG.OBJ 
 Exp|Subj Vmiddle  Stim|Obl 
 ‘She was happy to see me’ 

 
(1) and (2) convey the same referential meaning and have the same information structure, with the 
Experiencer as the topic and the Stimulus as the focus. However, there are changes in the syntactic 
coding of the participants and the predicate: the argument selected as the subject in (1) appears as an 
oblique adjunct in (2), while the object in (1) is cast as the subject in (2); and the verb undergoes a 
change in voice from active in (1) to middle in (2).  This diathetic relationship can be seen as an instance 
of inversion or conversive diathesis (Kulikov 2011; De Benito 2022), motivated by the fact that the 
semantic distance between the two main arguments is smaller than in canonical transitive clauses. 
The objective of this study is to identify the factors that influence the choice between the alternates 
illustrated by (1)-(2). To narrow down the scope of the analysis, the investigation is centered on those 
constructions in which the Stimulus is expressed by a complement clause (finite or infinitive), either 
subject, as in (1), or adjunct, as in (2). 
We present a multifactorial analysis of corpus data extracted from CORPES XXI. Our dataset comprises 
10010 concordance lines, obtained by searching patterns such as ProClit + Vpsych + (al/de) + que/Vinf, 
where ProClit stands for 1sg and 3sg pronominal clitics (me, se, le, lo, la) and Vpsych stands for a set 
of 13 selected psychological verb lemmas. 
The CORPES data specify external features such as geolectal variation and register variation. The 
example set has been annotated for linguistic features such as Experiencer person, TAM of Vpsych and 
of V2-stimulus, Preposition, V2 lemma.  
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The statistical analysis shows the significance of linguistic factors (person of the Experiencer, Aspect 
and the finiteness of the Stimulus) in the selection of the active voice vs. middle voice as the dependent 
variable, and the comparatively lower relevance of geolectal and register factors. 
Furthermore, a collostructional analysis (Stefanowitsch & Gries 2003) was conducted to observe 
distinctive collexemes in V2 for each constructional variant (separating Active-Middle, Prep and V2 
finite vs. infinitive). The results provide insights into the broader tendencies underlying the subtle 
aspects of meaning and usage that differentiate the alternants. However, each verb displays 
idiosyncratic characteristics. In addition to the relevance of individual psychological verbs as predictors 
of syntactic variation, the observation of co-varying collexemes Vpsych - V2 also shows lexical 
preferences related to the semantic properties of the individual verbs and the constructions. 
In sum, the view presented here adheres to the Construction Grammar tenet that there is always some 
semantic distinction between alternating constructions, and that meaning differences are reflected in 
the relative frequency of lexical and grammatical features of each construction. 
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Syntactic alternation of French psych-verbs: Experiencer first! 
 

Juliette Thuilier, Pegah Faghiri & Léa Pineau 

(Université Toulouse Jean Jaurès/CLLE/IUF, LISN & CLLE) 

 

French transitive psych-verbs with an experiencer object (such as étonner ‘to surprise’) occur more 

frequently in the passive voice than the active voice in oral corpora (Blanche-Benveniste 2000, Hamma 

et al. 2017). This observation is in line with Ferreira’s (1994) hypothesis that the experiencer, being 

more prominent than the stimulus, tends to align with subject function. Using sentence recall (Tanaka 

et al. 2011), we collected experimental data to test Ferreira’s hypothesis in French, and to evaluate a 

competing hypothesis: given that the experiencer is always animate, using the passive voice for 

experiencer-object psych-verbs reflects the tendency to align subjects with animate referents (da 

Cunha & Abeillé 2020 2022, Thuilier et al. 2021). We manipulated two intra-item variables –stimulus 

animacy and voice – and one inter-item variable – semantic role of the direct object. The experiment 

included 12 items with exp-DO verbs (1) and 12 items with stim-DO verbs (2). Other variables (length, 

definiteness) were controlled to favor the passive structure, considered to be the rare alternate.  

(1) EXP-DO  

Pendant la nuit, un tir de carabine a épouvanté le villageois. [active/inan-stim] 

                            un voleur de tracteur a épouvanté le villageois. [active/anim-stim] 

                            le villageois a été épouvanté par un tir de carabine. [passive/inan-stim] 

                            le villageois a été épouvanté par un voleur de tracteur. [passive/anim-stim] 

During the night, {a bullet/a thief} scared the farmer. 

(2) STIM-DO  

Tout au long du procès, un témoin de la défense a apprécié l'atmosphère. [active/inan-stim] 

                                         un témoin de la défense a apprécié la magistrate. [active/anim-stim] 

                                         l'atmosphère a été appréciée par un témoin de la défense. [passive/inan-stim] 

                                         la magistrate a été appréciée par un témoin de la défense. [passive/anim-stim] 

All along the trial, a defense witness appreciated {the atmosphere/the magistrate}. 

The experiment was organized into 24 blocks of 4 sentences, each containing one experimental item. 

For each block, participants were exposed to 4 sentences successively with the instruction to memorize 

them. After a distraction task, the primes (in bold in the examples) from the 4 sentences were 

presented sequentially, and participants were asked to recall aloud the target sentence from the prime 

(see Fig. 1). The responses of the 141 participants were recorded, transcribed and sorted according to 

whether they were correctly recalled and whether they showed voice inversion. Inversion rates are 

presented in Fig. 2: participants tend to change the voice to align the experiencer with the subject 

function. When there is an asymmetry of animacy (animate experiencer / inanimate stimulus), the 

probability of having the experiencer as subject significantly increases. The two competing hypotheses 

are, in fact, complementary: the effect of animacy is added to the effect of argument prominence. The 

statistical analysis (mixed-effects logistic regression with participants and items as random effects) 

confirms the observations: an animate stimulus disfavors inversion (coef. -0.65, p<.0001) and the 

interaction between the active structure and the Exp-DO verbs strongly favors inversion (coef. 1.77, 

p<.0001). Our results highlight the value of experimental approaches for the study of syntactic 

alternations and call for cross-linguistic comparisons of the argument structure effects of psych-verbs 

in voice alternations.  

578



  

 

   
Fig. 1: Course of the experiment 

 

 
Fig. 2: Inversion rates (active to passive on the left panel; passive to active on the right panel) 

 

Keywords: Language variation, Methodology of linguistic research, Romance languages, Syntax 
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Development and validation of a targeted elicitation method for 
combinations of voice markers 

 
Niklas Wiskandt 

(Heinrich-Heine-Universität Düsseldorf) 
 
Keywords: grammatical voice, valency operations, voice stacking, elicitation, alternations 
 
This talk proposes a new elicitation method in the domain of grammatical voice alternations, 
specifically targeting combinations of voice markers. 
 
Within the generally well-studied area of voice alternations, combinations of voice markers, also 
known as voice marker stacking, are an underdescribed behavioral subdomain (for recent studies see 
e.g. Alsina 2023, and Creissels 2024: 349–355), even though they occur in many languages and have 
the potential for significant insights into the nature of voice markers and voice alternations. Voice 
marker stacking appears as the concatenation of morphological voice markers in agglutinating 
languages like Turkish (1), as nesting of periphrastic voice constructions in more analytic languages 
such as Portuguese (2), or as a combination of both. 
 
(1)   Baba-ları     kardeş-ler-i   öp-üş-tür-dü. 
    Father-3PL.POSS sibling-PL-ACC  kiss-RECP-CAUS-PST 
    ‘Their father made the siblings kiss each other.’ 

    (Turkish < Turkic; nucl1301) 
 
(2)   O   pai   fez       o-s   irmão-s   se  beija-r-em. 
    DEF  father make.PST.3SG  DEF-PL brother-PL REFL kiss-INF-3PL 
    ‘The father made the siblings kiss each other.’ 

    (Brazilian Portuguese < Romance < Indo-European; braz1246) 
 
The limited previous studies describe only few languages and focus on affix order. Empirical and cross-
linguistic studies on the phenomenon face the problem that adequate amounts of data on voice 
marker stacking are difficult to find, e.g. in typical corpus data. In particular, these data are usually not 
sufficient to analyze less frequent stacking combinations and the alternation relations between 
different stacking options. We address this problem by developing an elicitation questionnaire for 
cross-linguistic use. The questionnaire includes elements that target seven voice functions, their 
possible combinations, and the order of those combinations (e.g., whether only RECP-CAUS is possible, 
only CAUS-RECP, or both). In each element of the questionnaire, the consultant is presented with a brief 
scenario, followed by several questions that target different voice constructions. For each question, 
the consultant is asked to give a description of one sentence in their language. For the example 
scenario (3) below, question (3a) produces a simple transitive construction, (3b) elicits reciprocal 
marking, and (3c) targets a causative stacked onto the reciprocal like in (1) and (2). 
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(3) You are in a playground. You see two kids, brother and sister, who are playing there, 
accompanied by their father. The brother gives his sister a kiss. The sister kisses her brother 
back. Later, the kids tell you that they kissed because their father wanted them to do it. 

  
 a.  How can you describe what the brother does? 
 b. How can you describe what the two kids do? 
 c.  How can you describe what the father did with the kids? 
 
Subsequently, we validate the questionnaire by applying it to two languages as test candidates, one 
with agglutinating voice marking, and one with analytic voice marking. The complex syntactic 
alternation patterns in the data elicited from native speakers of these test candidates confirm the 
cross-linguistic applicability of the method, but the need for slight adaptations, depending on the type 
of voice marking that the target language features, and on available alternative strategies to express 
the target meaning. Beyond artifacts of the method, restrictions operating on alternations do not 
depend on the morphosyntactic type of the marker, which motivates a hypothesis for a subsequent 
typological study. Furthermore, not all grammatical combinations are actually speakers’ preferred 
constructions in elicitation responses, e.g. while speakers can produce combinations of three voice 
markers, they frequently revert to biclausal constructions instead. But even though the realization of 
alternative strategies instead of voice stacking is a challenge for the elicitation method, it is still 
successful in recording details of the voice stacking inventory of a language that are hard to detect in 
corpus data, and capturing alternation relations between strategies used to describe equivalent 
scenarios. 
 
 
Glossary 
3    third person           INF   infinitive            RECP  reciprocal 
ACC   accusative            PL    plural             REFL  reflexive 
CAUS  causative             POSS  possessive           SG   singular   
DEF   definite             PST   past             
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The German Object Order from the Informa3on Theore3c Perspec3ve 
 

Sophia Voigtmann 
(University of Kassel) 

 
Keywords: Historical linguis>cs, Informa>on structure, Language varia>on, Syntax 
 
The rela>ve order of da>ve (Dat) and accusa>ve (Acc) objects in German is variable. Dat>Acc (“da>ve 
before accusa>ve object”; 1a) is the canonical order, but Acc>Dat (“dccusa>ve before da>ve object”, 
1b) can be found when the Acc is e.g. given (Lenerz 1977; Rauth 2020; Speyer 2011; 2016).  
1) a) Ich gebe [einem Athleten]Dat [den Ball]Acc. 
  I give an athlete  the ball. 
  ‘I give an athlete the ball.‘ 

b) Ich gebe [den Ball]Acc einem Athleten]Dat. 
 I give the ball an athlete. 
 ‘I give the ball to an athelte.‘ 

We propose two previously unconsidered factors to influence the object order: the posi>on of the full 
verb (FVP) and the clauses’ informa>on profile, tes>ng two hypotheses using logis>c regression(R Core 
Team 2023):  

(H1) Acc>Dat is more likely when the lexical verb precedes the objects. 
(H2) Acc>Dat is less likely when the clause’s lexical informa>on profile is uneven.  

When the lexical verb containing the valency informa>on follows the objects (FV-VL), Dat>Acc is 
preferable because recipients discard sentence con>nua>ons with a transi>ve verb earlier (Levy 2008). 
If the full verb is presented first (FV-V2), a certain object order is less crucial as the objects’ necessity 
is already known.  
(H2) refers to the Uniform Informa>on Density (UID) (Levy & Jaeger, 2007): In lexically uneven clauses, 
the more common Dat>Acc is preferred as familiarity with a certain construc>on (e.g. Futrell et al. 
2020) facilitates processing even in bumpy informa>on profiles.  
We test the stability of these assump>ons over >me by conduc>ng a corpus study using the Anselm 
(~16th century), RIDGES (16th/17th century), GerManC (17th/18th century), the Tiger and TüBa-D/Z 
corpus (modern German). The objects were annotated automa>cally using among others morphologic 
or dependency informa>on given in the corpora. We analyze 1733 clauses here (76% modern data). 
Acc>Dat occurs overall in <16%.  
Each clause was annotated for the FVP, DORM (Cuskley et al. 2021), a measure for UID based on 
unigram-lemma-surprisal of each word in each corpus – because it neutralizes any gramma>cal 
informa>on and is preferable for DORM –, the object’s length diference, their givenness status 
following the RefLex-Scheme by Riester and Baumann (2017) and the publica>on century of each text. 
In the historical data, Acc>Dat occurs in lexically uneven clauses only under the FVV2 condi>on, 
otherwise, Dat>Acc is more likely in less smooth clauses, showing an effect of the FVP (Figure 1a). 
Nowadays, Dat>Acc slightly increases with uneven clauses independent of the FVP: Lexically harder-
to-process sentences have the more common order and vice versa. As more varia>on was possible in 
the past, speakers were more sensi>ve to means of facilita>ng processing like the FVP then.  
Furthermore, given accusa>ve objects are linked to the Acc>Dat-order. S>ll, the likelihood of Dat>Acc 
increases when the full verb is in the right sentence bracket even for given accusa>ve objects (Figure 
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1b). Thus, we find further (and period-stable) evidence for the influence of the posi>on of the full verb 
in line with our predic>on.  

 

Figure 1a (le,) Interac2on plot (Lüdecke 2024) of DORM, FVP and period. Figure 1b (right) interac2on 
of FVP with givenness of accusa2ve object. 

 Est.  Std. 
Error  

z- 
value  

p- 
value  

    Est.  Std. 
Error  

z- 
value  

p- 
value  

  
Intercept  1.26  0.25  4.95  <0.001  ***  DORM: 

Period  
0.07  0.04  1.73  0.08  .  

DORM  -0.06  0.07  -0.86  0.39    Length ratio: 
FVP  

0.18  0.09  2.03  <0.05  *  

Length ratio  -0.83  0.04  -1.88  0.06  .  AccInfo-Status:  
FVP  

1.18  0.55  2.15  <0.05  *  

AccInfo-Status  -2.11  0.44  -4.78  <0.001  ***  AccInfo-Status: 
Period  

-0.47  0.25  -1.87  0.06  .  

DatInfo-Status  0.08  0.41  0.19  0.84    DatInfo-Status: 
Period  

0.65  0.24  2.66  <0.01  **  

FVP  0.96  0.49  1.98  0.047  *  FVP: Period  -0.63  0.29  -2.19  <0.05  *  
Period  0.38  0.16  2.42  <0.05  *  DORM: FVP  0.35  0.13  2.67  <0.01  **  
DORM: 
Length ratio  

0.02  0.01  2.09  <0.05  *  DORM: FVP: 
Period  

-0.16  0.08  -2.05  <0.05  *  
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Word Order Variation in Three-place Predicates from a Cross-domain 

Perspective 

Xinyi Gao & Milad Shariatmadari 

(École des Hautes Études en Sciences Sociales and Laboratoire CRLAO; Université Sorbonne Nouvelle 

and Laboratoire LATTICE) 

Keywords: animacy, definiteness, relative length, Kurmanji Kurdish, Mandarin Chinese 

The relative order of direct and indirect objects has been the subject of many usage-based studies cross-

linguistically (e.g., Wasow 2002; Bresnan et al. 2007; Bresnan and Ford 2010; Stallings and MacDonald 

2011; Faghiri 2016; Faghiri et al. 2018; Faghiri and Samvelian 2020; Zhang and Xu 2023). However, these 

studies focused solely on either the preverbal or postverbal domain, as most languages position 

arguments on one side of the verb depending on their type (OV or VO). 

According to WALS data (Dryer and Gensler 2013), of the 213 studied VO languages, only three varieties 

of Chinese allow arguments to be placed on both sides of the verb, including the XVO order. A number of 

OV languages, including Kurmanji, use a mirror-image placement of arguments on both sides of the verb 

(OVX) (Haig 2022; Shariatmadari et al. to appear).  These fairly rare word orders offer an opportunity to 

study the effect of previously investigated determinants of word order using data that involves cross-verb 

domains (pre and postverb).   

In the present study, taking a quantitative approach and using the data of The Lancaster Corpus of 

Mandarin Chinese (McEnery & Xiao 2004) and the Pewan Corpus for Kurmanji Kurdish (Esmaili & Salavati 

2013; Esmaili et al. 2013), we investigated the effect of several cognitive-functional factors, including 

definiteness (definite, indefinite, generic), animacy (animate, inanimate), relative length (number of 

words for Kurmanji, number of characters for Mandarin), and semantic role, on the position of the O and 

the X in relation to the verb (preverbal vs. postverbal). 

In our corpus study of Kurmanji, we found statistically significant effects of definiteness, animacy, and 

relative length (Table 1), corresponding to definite-first (O), animate-first (X), and long-first preferences. 

Accordingly, the postverbal Xs were generally inanimate (goal) and short. For Mandarin data, we found 

statistically significant effects for the same factors (Table 2), with definite-first (O) and animate-first (X) 

preferences. However, in terms of length, we observed a long-first preference in the preverbal domain 

and an end-weight preference in the postverbal domain (when both O and X are placed after the verb). 

Consequently, the preverbal Xs were typically animate (recipient) and long. 
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Predictor χ² df p 

definiteness-O  49.44  2.00  < .001  

animacy-X  42.29  1.00  < .001  

rel_length  24.71  1.00  < .001  
        

Table 1. The results of the omnibus test for Kurmanji data 

Predictor  X² df p 

definiteness-O  21.44  2.00  < .001  

animacy-X  10.27  1.00  0.001  

rel_length  5.77  1.00  0.016  
        

Table2. The results of the omnibus test for Chinese data 

By comparing our findings to those of previous studies, we cautiously argue that the definite-first and 

animate-first preferences are consistent in these two languages regardless of the preverbal or postverbal 

domains. However, in terms of length, there are two possible scenarios: a language like Kurmanji has a 

consistent long-first preference across domains, whereas a language like Mandarin has a long-first 

preference in the preverbal domain and an end-weight preference in the postverbal domain. 
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The explicitness and implicitness of causal relations in Portuguese 
 

Amália Mendes & Pierre Lejeune 
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Discourse relations (DRs) ensure coherence between discourse units and may be explicitly marked 
with connectives or left implicit and inferred through linguistic context. Corpus-based studies (Asr & 
Demberg 2012; Zufferey & Gygax 2016; Hoek et al. 2017) have explored whether the explicit or implicit 
rendering of DRs may be explained by the continuity (Murray 1997), causality-by-default (Sanders 
2005) or complexity (Hoek et al. 2017) hypotheses. A multilingual study of the TED-MDB corpus 
reveals that some of these factors do not hold cross-linguistically (Mendes et al. 2023). Other 
approaches have analysed the role played by non-connective cues in the inference of a sense in 
implicit discourse relations: a corpus-based study showed that only a small set of discourse relations 
are exclusively signalled by connectives (Das & Taboada, 2018), and an experimental study highlighted 
the importance of contextual cues, such as antonyms in implicit contrast relations (Crible & Demberg 
2020).  
We propose to explore some of these hypotheses by focusing on Causal relations (Reason and Result)  
in Portuguese by exploring a manually annotated Portuguese corpus, in order to answer the following 
questions: 

• Are Causal relations more frequently implicit than explicit, and are they the most frequently 
implicit relation, as expected from the hypotheses suggested in the literature? 

• Does linear temporal order of the arguments (as in Result relations) affect the implicit 
realization of the DRs, compared to the non-linear temporal order (Reason)? 

• Is subjective (epistemic) cause a factor that favours explicitness, compared with objective 
cause? And are causal relations with a speech act value more frequently implicit? 

• Are DRs involving different Attribution sources more frequently explicit? 
• What contextual cues play a role in signalling a Causal interpretation in implicit relations? 

We take the CRPC-DB, available online at the PORTULAN CLARIN platform (portulanclarin.net), as the 
source of data for this analysis (Mendes & Lejeune 2022). The CRPC-DB contains originally-written 
Portuguese texts (newspaper, fiction and technical texts) annotated for DRs (14,224 DRs) following 
the Penn Discourse Treebank annotation scheme (Prasad et al. 2008), i.e., it includes relations of the 
type explicit, implicit, alternative lexicalizations, entity relations (and also No Relation). To analyse the 
data extracted from the corpus, we use a quantitative (descriptive statistics, chi-squared test) and a 
qualitative approach.  

Preliminary results indicate that (i) causal relations are slightly more frequently explicit than implicit, 
contrary to what the continuity and cognitive complexity hypotheses would predict; (ii) temporal 
linear order has an impact, as predicted by continuity (the forward relation Result is more frequently 
implicit, while the backward Reason is more frequently explicit); (iii) there seems to be no effect of 
subjective vs. objective cause. We will analyse the contexts to explore relevant contextual patterns 
related to the explicit/implicit relation type and compare our results with the findings in the literature 
for other languages and with the results presented for Portuguese on a corpus of translated transcripts 
of TED Talks (Mendes et al. 2023). 
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Entropy & Repe,,ons 
Towards observing the unfolding of task-based conversa,ons 

Anaïs C. Murat & Carl Vogel 
(Trinity College Dublin & Trinity College Dublin) 

Keywords: task-based dialogue; conversa@on flow; informa@on structure; repe@@on; entropy 

Conversa@ons are dynamic. UGerances are performed; meaning is nego@ated; and, 
eventually, the interac@ons end. In an ideal scenario, this end occurs when both par@es are 
sa@sfied with the content that has been shared, communica@ve goals have been sufficiently 
fulfilled, and nothing else is deemed necessary to be added. Our hypothesis is that these 
conversa@on phase types and their links may be inferred through indicators of informa@on 
density, apart from explicit connec@ves. Hence, we present a method to inves@gate the turn-by-
turn unfolding of task-based dialogues using the HCRC Map-Task Corpus (Thompson et al. 1993) 
as a representa@ve source. 

The method relies on the interpreta@on of two metrics sampled at each dialogue turn: (1) a 
measure of linguis/c repe//ons (self and other-repe@@ons, closed and open-class word 
categories) from one turn to another, and (2) entropy (H) (Shannon 1948) as measurements of 
the lexical spread throughout the dialogue both for the speaker (HS) and the conversa@on (HC). 
Repe@@ons are calculated using a Jaccard index which counts whether the tokens of a turn were 
types in the preceding one, similarly to Murat et al. (2022). Our method for entropy is adapted 
from Gnjatović et al. (2018): every turn updates the speaker and the conversa@on’s dic@onaries, 
and HS and HC are computed using the token distribu@on in each dic@onary. More specifically, to 
gauge the impact of the turns over the course of the interac@on, we look at ∆H, the difference in 
entropy from one turn to another. The ra@o ∆HS/∆HC thus provides informa@on on how a given 
turn benefits the speaker as compared to the conversa@on. For instance, it can be expected that 
saying something completely new will increase both HS and HC, while referring to something that 
the other par@cipant had already men@oned will likely increase HS further than HC. 

Using sta@s@cal data mining in light of deeper qualita@ve analyses of turns (such as 
comparisons with speech acts (marked with “*” in this text), turn index and lexical content), we 
show that turns that start dialogue units (e.g. “ready" turns*, ini@al ques@ons, or instruc@ons*) 
are more likely to display an entropy behaviour such that ∆HS/∆HC ≃ 1; those that nego@ate the 
common ground (e.g. open ques@ons*, explana@ons* or rejec@ons*) rather fall into ∆HS/∆HC >1; 
and those that close dialogue units (acknowledgements*, confirma@on*, etc.) lead to a decrease 
of both HC and HS. Repe@@ons allow further dis@nc@ons between speech acts, such as those that 
require more planning (e.g. instruc@ons* display more self-repe@@ons) and those that build upon 
others’ produc@ons (e.g. clarifica@ons* use more other-repe@@ons). We thus argue that 
examina@on of lexical spread in dialogues through repe@@ons and entropy (indicators associated 
with informa@on density) supports quan@ta@ve and qualita@ve characteriza@on of interac@on 
flow. 
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Analyzing the impact of (dis)continuity during the reading of explicit and implicit 
discourse relations 
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Discourse relations (DR) may be explicitly or implicitly conveyed, i.e., a discourse marker with a connective 
function linking two arguments of a DR may be present or absent. Also, the relation between the two 
arguments can have different senses (e.g., Cause or Concession). The ‘continuity’ hypothesis (Murray 1997) 
suggests that readers/listeners expect events in discourse to follow a linear temporal sequence, being 
continuity described through several dimensions, such as time, space, action continuity and perspective 
(Segal et al. 1991; Das & Egg 2023). Corpus-based studies show that discontinuous relations (e.g., Contrast) 
are conveyed explicitly much more often than continuous relations (e.g., Cause) (Asr & Demberg 2012; 
Hoek et al. 2017; Mendes et al. 2023), and experimental studies suggest that the processing of implicit-
discontinuous relations is harder than implicit-continuous DRs (Zufferey & Gygax 2016). 
Recent results for European Portuguese (EP), contrasting cause-continuous and confirmation-
discontinuous DRs, show that reading times are slower when (i) the connective is implicit, (ii) the DR is 
confirmation-discontinuous, (iii) the connective is implicit in confirmation-discontinuous relations, 
compared with implicit cause-continuous DRs (Falé et al. 2024). 
Adding to recent studies in EP, our goal is to test implicit and explicit DRs of three different types: (i) a 
causative reading of de facto ‘indeed’, where the second argument provides a subjective cause for the 
content of the first argument (continuous relation); (ii) a confirmation reading of de facto ‘indeed’, where 
the first argument conveys the perspective of an external source and the second argument conveys the 
speaker’s own perspective (discontinuous - perspective shift), and (iii) a contrastive reading of na verdade 
‘in fact’ (discontinuous - negative polarity). In a self-paced reading experiment in EP, the participants will 
read sentences similar to the examples presented in (1), (2), and (3), with and without the connective, 
followed by a comprehension question (4). 
 

(1) CAUSE 
O Pedro deve estar a desenvolver-se de forma saudável. (De facto,) o rapaz cresceu muito nos 
últimos meses deste verão. 
‘Pedro must be developing healthily. (CONNECTIVE) the boy has grown a lot in the last few months 
of this summer.’ 

 
(2) CONFIRMATION 

A Sofia esperava que o Pedro estivesse mais alto. (E de facto,) o rapaz cresceu muito nos últimos 
meses deste verão. 
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‘Sofia expected Pedro to be taller. (CONNECTIVE) the boy has grown a lot in the last few months of 
this summer.’  

 
(3) CONTRASTIVE 

A Sofia pensava que o Pedro estava da mesma altura. (Na verdade,) o rapaz cresceu muito nos 
últimos meses deste verão.  
‘Sofia thought Pedro was the same height. (CONNECTIVE) the boy has grown a lot in the last few 
months of this summer.’ 
 

(4) Comprehension question:  
O Pedro engordou no final deste verão?  
‘Did Pedro gain weight at the end of this summer?’ 

 
Based on the literature, we put forward the following hypotheses: H1 – implicit DRs are harder to process 
than explicit DRs; H2 – discontinuous DRs are harder to process than continuous DRs; H3 – implicit-
discontinuous DRs are harder to process than implicit-continuous DRs; H4 – contrastive DRs, due to their 
negative polarity, are harder to process than cause and confirmation DRs. 
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Decoding discourse with punctuation 
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Prior research has shown that readers tend to understand texts better and integrate information faster 
when the discourse relations are signalled (e.g., Millis & Just, 1994; Sanders & Noordman, 2000). 
However, the scope of this work largely remained on lexical elements such as connectives. The current 
study focuses on a non-lexical cue, namely punctuation markers such as commas, colons, and 
parentheses. To illustrate the discourse signaling function of punctuation, consider Example (1), taken 
Nunberg (1990): 
 

(1) [He reported the decision]S1 {:/;} [we were forbidden to speak with the chairman directly.]S2  
 
In this example, S2 can be interpreted as an elaboration of the decision when it contains a colon, 
whereas it more likely expresses the reason for why “he” reported the decision and not the chairman 
directly when the sentence contains a semi-colon. Hence, even though punctuation does not carry a 
lexical meaning, it can play a role in discourse relation interpretation. The mapping is not 
straightforwardly one-to-one, however: the same punctuation markers may be used to realize 
different relations. 

In this project, we will explore the co-occurrences between punctuation and specific discourse 
relations in a corpus study using the discourse-annotated PDTB corpus (Webber et al., 2019). Should 
punctuation serve as a cue for specific discourse relations, the distribution of discourse relations 
should be different for the various types of punctuation markers. Indeed, preliminary results suggest 
several interesting correlations between punctuation and discourse relations. For example, semicolons 
(;) typically signal contrast or parallel relations, dashes (–) can signal specification or equivalence 
relations, and colons (:) are frequently used to introduce explanations or lists. 

These insights will be used in a story continuation study (to be completed before the SLE 
conference), which investigates to what extent comprehenders are guided by punctuation in their 
construction of discourse relations. Participants will be given the first segment of a relation and one of 
a selection of punctuation signals and will be asked to provide the second segment. These 
continuations will be annotated for continuation. Annotators will be blind to what punctuation signal 
was presented to the participants. If readers have learned the mappings between the punctuation and 
relation types from their exposure to these mappings in natural language, then the distribution of 
relation types per punctuation type should resemble that found in the corpus study. 
This line of research will contribute to our understanding of how non-lexical cues, specifically 
punctuation, function in signaling discourse relations. We aim to uncover patterns that highlight the 
role of punctuation in text coherence and reader comprehension and offer insights into the cognitive 
processes involved in reading and text interpretation. 
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Discourse relations (DRs) can be implicit, not linguistically signaled, or explicit, marked 
by words (e.g., "because" for Explanation) or by syntactic structures (e.g., relative clauses for 
Elaboration) (Taboada & Das, 2013). However, some constructions pose challenges in the study 
of DRs, as is the case of peripheral gerundive clauses (GCs) (Lobo, 2003), which are typically not 
introduced by connectors. Moreover, the syntactic structure of GCs cannot be consistently 
associated with a specific DR (cf., e.g., Lobo, 2003; Móia & Viotti, 2004; Silvano, Leal & Cordeiro, 
2019). Therefore, interpreting GCs, particularly their connection to the main clause, relies on 
other grammatical elements. 

This study aims to investigate the factors determining the inference of two DRs 
(Explanation and Result) in European Portuguese (EP). To achieve this, we propose a self-paced 
reading (SPR) coupled with a 5-point Likert scale study that measures reading times (RTs) and 
acceptability rates (ARs) in relation to the roles of clause ordering and lexical cues in the 
processing of GCs, compared to finite clauses. We designed a study with six conditions, crossing 
three experimental factors: linear order (finite clause-final position, GC-final position); presence 
or absence of explicit lexical marking (GC without explicit lexical marking, GC with a causative 
verb, and finite clause with lexical marker); and DR (Result and Explanation). Linear order was 
chosen because it influences the classification of DRs, particularly the pair Result–Explanation. 
These two DRs were selected due to their distinguishable lexico-semantic encoding. In addition, 
causality has been extensively studied for its central role in discourse processing. Thus, we aimed 
to contribute to this ongoing line of research. The selected conditions allowed us to examine 
varying degrees of causal markedness—from implicit (GC without lexical marking) to explicit 
forms (GC with a causative verb, finite clauses with lexical markers). Example (1) with finite and 
gerundive Result clauses in final position illustrates the data. 

We remotely tested parEcipants using PCIBex soeware and analyzed the RTs and ARs 
(Linear Regression, Jamovi) of 62 naEve undergraduate EP speakers (~22.8 y.o.) of UPorto.  
Results show that: (i) GCs in the second posiEon are easier to process (lower total RTs, F(5, 
37205) = 35.3, p < 0.001); (ii) finite sentences with discourse markers (DMs) are less costly (cf. 
(1a), F(5, 37205) = 35.3, p < 0.001) and (iii) GCs with causaEve verbs are costlier than those 
without marking (cf. (1b-1c), F(5, 37205) = 35.3, p < 0.034). Furthermore, the integraEon of the 
DM appears to be local since sentences with DMs show longer integraEon Emes in the criEcal 
segment (DM), but the final processing (wrap-up effect) is shorter. 
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AddiEonally, Result sentences (finite or gerundive) appear to be less costly locally (cf. 
criEcal segment and spill-over) than Explana<on sentences, except for GCs without lexical 
marking. 

This study represents the iniEal phase of a comprehensive invesEgaEon into the 
processing of DRs in EP. Future research will expand upon this first study by incorporaEng 
addiEonal variables and exploring a broader range of DRs within the analyEcal framework. 
 
(1) As declarações do presidente criaram um ambiente de mal-estar na empresa, 
a. de maneira que os funcionários realizaram uma greve de 2 dias (finite clause with lexical 
marking (de maneira que)) 
b. tendo levado os funcionários a realizar uma greve de 2 dias (GC with lexical marking (levar a)) 
c. tendo os funcionários realizado uma greve de 2 dias (GC without lexical marking). 
The president's statements created an atmosphere of unease in the company, so much so that 
employees went on a 2-day strike. 
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Salient signals: The role of quantifiers during discourse processing 
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Various linguistic markers play a role as processing instructions when readers are building a cognitive 
representation of discourse. Connectives and cue phrases such as because and however help readers 
process coherence relations (e.g., Cozijn et al., 2011; Sanders & Noordman, 2000). However, little is 
known regarding the effect of signals other than connectives on the processing of coherence relations. 
This work focuses on quantifiers such as “several”, which can function as a signal of an upcoming list 
relation. Indeed, an offline continuation study has shown that such quantifiers do elicit list 
expectations (Scholman et al., 2020).  

Experiment 1 (n=80, crowdsourced via Prolific) focused on whether the presence of a list signal 
caused the subsequent list to be read faster during online processing. The target items (n=16) were 
presented in two conditions: one containing a list signal (bolded in Example 1 for illustrative purposes) 
and one without a list signal (Example 2).  
 
Example 1. [List signal condition:] The singer had written several songs during a summer holiday. He 
wrote a song about his childhood. {He also}target {composed one}spill about his girlfriend. The songs were 
released a month ago and have already reached the charts. 
 
Example 2. [Control condition:] The singer went on a songwriting retreat over the summer. He wrote 
a song about his childhood. {He also}target {composed one}spill about his girlfriend. The songs were 
released a month ago and have already reached the charts. 
 
Log-transformed reading times were modeled using a linear mixed-effects regression model with 
condition as predictor variable. The results showed no evidence of an effect of the list signal on reading 
times (target: β = -0.02, SE = 0.02, t = -0.97, p = .34; spill: β = -0.01, SE = 0.02, t = -0.51, p = .61). 

These results suggest that readers are not sensitive to the list signal, which is not in line with 
the offline story continuation results reported by Scholman et al. (2020). One possible explanation for 
this discrepancy is that readers can only exploit alternative signals during online processing when these 
signals are salient enough. To address this, we conducted a follow-up study (Experiment 2), which 
employed an identical paradigm as Experiment 1, with the exception of the presentation of the 
quantifier: quantifiers were presented in bold font, thereby making the signal more salient. The results 
showed an effect of the bolded list signal on reading times on the spillover region (target: β = -0.01, SE 
= 0.01, t = -0.46, p = .65; spill: β = -0.02, SE = 0.01, t = -2.14, p = .03). To further explore the role of signal 
salience on the extent to which that signal can facilitate processing, we will conduct a self-paced 
listening study (Experiment 3), in which the salience of signals is manipulated in a more natural manner 
using prosodic stress. Our work will provide more insight into the cognitive processes that come into 
play during discourse comprehension. 
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Aims and background 

There have been attempts in cross-cultural and cross-linguistic studies to classify cultures and 

languages with regard to their general preference for explicit or implicit way of communicating 

information. The most famous probably is the classification of cultures into low-context and high-

context ones (Hall 1976). Accoding to this classification, cultures like Swiss Germans, Germans and 

Scandinavians prefer highly explicit communication with low reliance on context, whereas the 

Japanese and Chinese leave a lot of information implicit because they strongly rely on context. In 

linguistics, a related classification has been proposed by Bisang’s (2009), who argues that languages 

differ in their overt and hidden complexity. However, systematic empirical support for such 

classifications has been largely missing. Our project fills in this gap by encoding different aspects of 

event semantics in a sample of diverse languages from different countries: American English, Brazilian 

Portuguese, German (as spoken in Germany), Italian (Italy), Japanese (Japan), Mandarin Chinese 

(Mainland China), Russian (Russia) and Tamil (India). 

Data and method 

We create corpora from online newspapers (30 articles per language/country). Our investigation of 

implicitness focuses on implicit and explicit expression of different aspects of events: agent and time 

reference. We have created and tested an annotation schema for identification of events based on the 

approach in TimeBank (Pustejovsky et al. 2003). Events and their aspects are annotated manually, but 

we are also training Large Language Models on the annotated data, with the purpose of identification 

of implicit information in corpora in different languages (cf. Roth and Anthonio 2021). We test if the 

differences between the languages/cultures are significant with the help of mixed-effect logistic 

models predicting whether a specific type of information is implicit or explicit based on the language. 

The individual articles, newspapers and topics are tested as random effects. 

Preliminary results 

Our preliminary results of the analysis of agents and time references in eight languages and 1700 

events indicate that the existing cultural classifications are supported only partly. With regard to the 

expression of agents, German displays the highest propotion of overt agents, and Japanese the lowest, 

supporting the existing classifications. As for time reference,  Russian and Brazilian Portuguese display 

low-context behaviour, often using overt ways of encoding time, which is against the expectations. 

Therefore, we conclude that reliance on context strongly depends on which type of information 

language users want to express.  
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Languages vary as to their null object properties (Huang 1984, and Cole 1987), yet across languages, 
communicative situations related to informal discourse seem to display higher rates of null referential 
objects (e. g. Huang 1984, Meyerhoff 2011, Culy 1996, and Schäfer 2021, on German). Language users 
thus specify referential objects either explicitly or implicitly depending on the communicative situation, 
which highlights the register sensitivity of the phenomenon. Our research question centres on how null 
object properties of typologically diverse languages interact with register. In Yucatec Maya, null objects 
(ec: empty categories) are the default (1), while they are common in Javanese (2) and Persian (3) (Sato 
2015, and Sato & Karimi 2016); in German, however, null objects are restricted to topic drop in the 
prefield as in (4) (Huang 1984, Cardinaletti 1990, Schäfer 2021, and Huang & Yang 2024). 

(1) Yucatec Maya  
 t=u  y-il-aj-e’ex-o’ob  ec  in  suku’un-o’ob 
 PRFV=A.3  0-see-CMPL-B.2.PL-3.PL  _  A.1.SG  elder.brother-PL 
 ‘Did my brothers see you?’ [CoCoYum-YT-OCE-0.33] 
 
(2) Javanese  
 Aku  nge-rusa-ke  ec 
 1.SG-FM.REL ACT-broke-CAUS  _ 
 ‘I (am the one who) broke (that vase)’ (Widhyasmaramurti 2008) 
 
(3) Persian  
 vali az  in  ke  maryam  ec  na-khund  tajob=kard-am 
 but  from  this  that  Maryam  _  NEG-read.3SG  surprise=did-1SG 
 ‘But the fact that Maryam didn’t read (the book) surprised me.’ (Rasekhi 2016) 
 
(4) German  
 ec  hab  ich  gestern  gekauft 
 _  have  I  yesterday  bought 
 ‘I bought (it) yesterday.’ (Cardinaletti 1990) 

These properties correlate with further typological differences: whereas the Yucatec verb shows 
obligatory object agreement, the other three languages do not have object agreement. Persian attaches 
an object marker to specific objects (Sato & Karimi 2016) and has both clitic and full pronouns, whereas 
Javanese only has full pronouns. German is distinguished as the only sentence-oriented language, 
e. g. requiring a subject, in contrast to the other, discourse-oriented languages, e. g. allowing discourse-
bounded anaphors (Huang 1984). Null objects are also affected by semantic/pragmatic factors, e. g. type 
of object, animacy, person, referent status or discourse topicality (Lambrecht & Lemoine 2005, 
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Schwenter 2006, Pérez-Leroux, Pirvulescu & Roberge 2008, Alamillo 2009, Schnell & Barth 2018, and 
Schäfer 2021). For Persian, German, Bislama and Romance languages, for instance, it has been observed 
that null objects occur primarily with inanimate entities, things or abstract concepts and less with human 
entities (Cardinaletti 1990, Meyerhoff 2002, Schwenter 2006, Pérez-Leroux, Pirvulescu & Roberge 2008, 
and Alamillo 2009). 

Understudied aspects include which register parameters favour null objects and what role 
semantic/pragmatic factors play in this variation. We will present a corpus study on null objects in 
German, Persian, Javanese and Yucatec Maya across various registers using the open-access Lang*Reg 
corpus, which includes language output of the same language users in six communicative situations, 
distinguished by the parameters social hierarchy, social distance, mode and interactivity. Our study 
annotates (null) object linguistic features such as person, number, NP-type, reference, saliency, animacy, 
and discourse topic status. We expect to find lower pronoun rates in more informal contexts (between 
familiar interlocutors) for Persian, Javanese, and German, though based on the diverging grammatical 
properties the actual drop-rates should be much lower in German than in Persian and Javanese. Persian 
and Javanese are expected to show more subtle differences, given that object marking and object clitics 
are found only in Persian. In contrast, independent pronouns are extremely rare in the core clause in 
Yucatec, which is why we anticipate pronouns to require additional motivations such as emphasis, the 
latter being expected to be more frequent in informal situations. 
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Text coherence relies on semantic connections between its parts. These connections, often 

referred to as discourse relations (DRs), have been theorized in various frameworks, including 

Rhetorical Structure Theory (Mann & Thompson, 1988) and Segmented Discourse 

Representation Theory (Asher & Lascarides, 2003). DRs have proven effective in explaining 

diverse linguistic phenomena, such as temporal and nominal anaphora, and the overall structure 

of discourse. However, fully understanding these phenomena and discourse structures requires a 

deeper insight into the features of DRs, particularly those implicit and not signaled by any 

explicit linguistic marker. In previous work, we demonstrated that, in sentences containing 

adverbial perfect participial clauses, certain linguistic factors – e.g., linear order of discourse, 

temporal relations, and aspectual classes – can predict specific DRs, and that these factors vary 

across languages. In the present study, we aim to identify the linguistic factors that influence the 

inference of implicit DRs at the textual level, thereby advancing our understanding of their 

defining features and facilitating their identification. To achieve this, we compiled a corpus of 30 

fables, chosen for their richness in discourse relations and the availability of materials in 

different languages without significant licensing complications, in European Portuguese and 

Polish – two languages with notable typological differences. Each fable was annotated by two 

annotators per language, focusing on DRs, the aspectual classes of the situations represented by 

their arguments, and the temporal relations between situations. We employed ISO 24617-8 (ISO, 

2016) as it provides an interoperable schema for annotating local discourse relations, being both 

language- and genre-agnostic. For aspectual classes, we used the ontology proposed by Moens 

(1987), while temporal relations were categorized as anteriority, posteriority, and simultaneity. 

Our preliminary findings suggest that, across the languages analyzed, the number of implicit 

discourse relations (DRs) slightly exceeds the number of explicit ones. Nevertheless, certain DRs 

exhibit a strong reliance on explicit connectors, such as Concession (1). In contrast, other DRs, 

such as Synchrony (2), can occur with or without explicit markers. Furthermore, some explicit 

DRs are realized through different connectors, as observed in the case of Cause (3). 

The most frequently occurring implicit DRs in our dataset are Asynchrony (4) and Conjunction. 

Regarding the inference of implicit DRs, our preliminary analysis indicates that, in the absence of 

explicit connectors, other linguistic factors, such as temporal relations (cf. Examples 3b and 4), 

play a pivotal role. These temporal relations are often determined by specific combinations of 

aspectual classes. 
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(1) Everyone loved the idea, but there was one major obstacle. 

(2) a. As he crossed a river, he caught sight of his reflection in the river. 
   b. The hare eagerly accepted, laughing at the idea. 

(3) a. O cão estava feliz porque tinha encontrado um bom naco de carne. 
   The dog was happy because it had found a nice piece of meat. 
   b. Um dia, a tartaruga ficou cansada dessas humilhações e resolveu desafiar a lebre para 

uma corrida. 
   One day, the tortoise got tired of these humiliations and decided to challenge the hare to a 

race. 

(4) One day, the tortoise (…) decided to challenge the hare to a race. The hare eagerly accepted. 

Additionally, we identified certain language-specific differences in how DRs are constructed, 

highlighting cross-linguistic variation in the realization of discourse structure. These insights will 

contribute to enhancing the ISO 24617-8 standard for annotating discourse relations. 
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Argument drop and competition effects:
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Background. Compared to subjects and direct objects, complements of prepositions are a lesser
studied context for the alternation between overt and null pronouns. One factor for the distribution
of null pronouns is the preposition itself (Pavón 2003, Troberg 2020). While French avec ‘with’ allows
null pronouns (1) (Zribi-Hertz 1984), other prepositions such as French vers ‘towards’ or Spanish con
‘with’ do not (2-3). In this talk we provide insights in this understudied domain by considering
argument drop from the perspective of animacy-related competition effects (Zribi-Hertz 2000).
Claim. The availability of the null pronoun, as a competitor to the overt (strong) pronoun, has an
impact on the animacy restrictions of the overt pronoun: the preference of strong pronouns for
human referents holds with prepositions allowing null pronouns (e.g. French avec ‘with’), but is absent
with prepositions not allowing null pronouns (e.g., French vers ‘towards’ or Spanish con ‘with’).
Data collection. We conducted online acceptability judgment experiments for French and Spanish.
We created 16 items in each language following a 2*2 design (animacy: human vs. inanimate;
pronoun: strong vs. null). Half of the items contained argument-drop prepositions (French avec ‘with’,
sans ‘without’; Spanish delante ‘in front’, detrás ‘behind’) and the other half contained no-drop
prepositions (French malgré ‘despite’, vers ‘towards’; Spanish con ‘with’, sin ‘without’). For each
language, we recruited 32 participants (from France and Spain).
Results are displayed in Figures 1 and 2. The data first show that the acceptability of argument drop
depends on the language: while in Spanish it is at most mildly acceptable, independently of animacy,
in French, it is fully acceptable with inanimate antecedents only. Despite this difference, in both
languages, the availability of argument drop has the same competition effect on the animacy
restrictions of strong pronouns. Whenever argument drop is not available, strong pronouns show no
animacy restrictions: they are acceptable with both human and inanimate antecedents. When
argument drop is available, strong pronouns show the following animacy restriction: they are more
acceptable with human than with inanimate antecedents.
Discussion. The exact nature of the competition effect (Müller & Sternefled 2001) depends on
assumptions about the animacy features of strong and null pronouns in the two languages. Based on
a Stochastic OT analysis (Boersma & Hayes 2001) we assume that neither strong nor null pronouns
are specified wrt animacy. The observed competition effect then emerges from an interaction
between two constraints. While an economy principle requires the use of a null pronoun whenever
available, an outranking faithfulness constraint requires referents with semantic gender (= human) to
be expressed by gender-marked forms (i.e., strong and not null pronouns). It follows that strong
pronouns are restricted to human antecedents only when a null competitor (i.e., argument drop) is
available.
(1) Cette valise, je voyage toujours avec ø. ‘This suitcase, I always travel with it’
(2) Cette dame/boutique, je me dirige vers *ø/elle. ‘This lady/shop, I go towards her/it’
(3) Esa señora/maleta, siempre viajo con *ø/ella. ‘This lady/suitcase, I always travel with her/it’
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Figure 2: Mean acceptability in Spanish vs. Animacy and Pronoun type
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Lapshinova-Koltunski et al. (2022) demonstrate that interpreting tends to favour implicitation in the 
expression of certain discourse relations, in contrast to written translation, which shows a tendency towards 
explicitation (see also Defrancq et al. 2015). They interpret this tendency as a strategy for managing high 
cognitive load (see also Defrancq 2015; Defrancq & Plevoets 2018 on cognitive load in interpreting). While 
this explanation is plausible, the hypothesis that implicitation goes hand in hand with high cognitive load 
warrants further investigation. For instance, interpreting is a spoken mode, which may itself account for the 
relative scarcity of connectives in this register (cf. Shlesinger & Ordan 2012; Przybyl et al. 2022; Gast & 
Borges 2023 on the spoken nature of interpreting). Furthermore, different connectives may be associated 
with varying degrees of implicitation.  

In our presentation we investigate the relationship between implicitation and (hypothesized) cognitive load 
in interpreting and written translation. Based on a new translation and interpreting corpus (the 
MultiModalEuroParl corpus/MMEP), we analyze the distribution of causal and concessive connectives in 
translations and interpretations of speeches made in the European Parliament. Causal connectives are 
further sub-classified according to the conceptual domain of the relation (cf. Sanders & Sweetser 2009). As 
potential indicators of cognitive load during interpreting, we consider speech rate and décalage. 

General hypotheses 

1. Implicitation correlates with mode of mediation (interpreting > written translation). 
2. The correlation between implicitation and mode of mediation is mediated by ontological domain.  
3. Within interpreting, 

a) implicitation correlates positively with speech rate; 
b) implicitation correlates positively with décalage. 

 
More specifically, our hypotheses are: 

I. a) The connectives although and because are weakened or omitted more often in interpreting than 
in written translation. 

b) In the case of because, mode of mediation as a predictor of implicitation interacts with 
ontological domain. 

II. a) In interpreting, the weakening of although or because correlates positively with speech rate in the 
preceding part of the interpretation. 

b) In interpreting, the weakening of although or because correlates positively with décalage in the 
preceding part of the interpretation. 

 
Hypothesis Ia will be tested by comparing the rates of weakening in written translations and the 
corresponding interpretations. Hypothesis Ib will be tested using semi-automatic annotations based on 
multilingual embeddings and translation correspondences. To test Hypothesis IIa, we will operationalize 
speech rate at the occurrence of a connective c as the number of words (normalized per second) in a 7 secs. 
window preceding c in the original speech. For Hypothesis IIb, we will calculate the average décalage per 
speech and use deviations from this average, measured within the same 7 secs. window preceding c, as a 
predictor variable for implicitation.  
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Preliminary results provide support for Hypothesis Ia. We have not so far observed a significant interaction 
between ontological domain and mode of mediation as predictors of implicitation (Hypothesis Ib). However, 
additional data will be processed to further explore this hypothesis. The findings related to the hypotheses 
in II are not conclusive. Exploratory analyses reveal an effect of décalage as hypothesized, but not of speech 
rate.  
 
While the primary focus of this talk will be on the methodological challenges, we will also present 
preliminary results related to the hypotheses outlined above, and consider, as an outlook, potential 
theoretical implications relating to cognitive models of mediated language use, such as Gile’s (2009) Effort 
Model. 
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Abstract 

Introduction 

The world’s languages are unfathomably diverse. At the same time, this complexity is 

not random: Statistical regularities called ‘language laws’ apply to most human written, signed, 

and spoken languages [1, 2], reflecting energetically efficient communication. However, it 

remains unclear if human non-linguistic communication (e.g., gestures) follows similar patterns 

and at which point in human development communicative efficiency emerges, as no studies 

have yet assessed the communicative system of preverbal children. Similarly, because language 

does not fossilise, we have limited understanding of the emergence of these properties in 

human evolution, and to address these questions we must rely on comparative studies with 

other species. One way to compare the degree of efficiency across gestural (human and 

nonhuman) communicative systems is to apply the recently developed measure of optimality 

(Psi) [3-7]. Language optimality measures how efficient a communicative system is as compared 

to its most efficient expression, considering the duration and frequency of the units assessed 

and present in the repertoire (e.g., letters in words, duration, and frequency of gesture types) 

[3]. For the first time, we combine linguistic advances and gestural methodologies to assess the 

efficiency of four ape species’ gestural repertoires: chimpanzees, gorillas, bonobos, and 

preverbal children. We aim to assess the degree of efficiency of a shared gestural system on 

two duration measures: One that quantifies the minimum duration of a signal necessary to be 
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understood (Minimum Action Unit - MAU, [8]), which should be shaped by selective pressures 

over evolutionary time, and one that includes the full duration of a gestural performance 

(Performed Action Unit – PAU: MAU + persistence/redundancy), which is most likely affected by 

proximate factors within each individual interaction. Finally, we will perform a species 

comparison on optimality MAU values to address whether and how species affects 

communicative system efficiency. 

Methods 

This analysis will be based on a gestural databased comprising more than 22.000 

gestures from 22 groups of 5 species (5 eastern chimpanzee groups, 4 western chimpanzee 

groups, 4 gorilla groups, 2 bonobo groups, 7 human groups). For each group, bootstrapped 

optimality values (Psi) will be computed, with resampling to control for uneven samples. We 

will compare gestural repertoire optimization based on MAU and PAU durations and analyse 

optimality distributions between species using a linear model with bootstrapped optimality 

values as the response variable, species as a predictor, and community as a random factor. 

Analyses will be conducted in R. 

Expected results 

We expect higher optimality values based on MAU durations across groups. Species 

differences are predicted to significantly impact optimality values, with human gestures being 

more optimised than apes’. 

Discussion 

This first-of-its-kind analysis identifies communicative efficiency in ape and child 

gestural communication and compares their efficiency on the same scale. By assessing 
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preverbal human children and ape gestures we hope to draw more direct comparisons between 

species, and to provide a suitable comparison with the efficiency of spoken language studies. In 

doing so we provide a better understanding of the evolution and onset of the unique 

communicative means that is language.  
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 The field of animal linguistics has recently introduced a set of tools and specific methodologies to 

investigate animal calls using linguistic concepts. In addition to procedures on how to explore the core 

meaning of calls (Berthet et al. 2023), or call combinations in birds (Schlenker et al. 2024a), more 

precise hypotheses such as featural interpretation have been suggested in birds (Salis et al. 2024, 

Schlenker et al. 2024b). Featural interpretation pertains to the concept that meaning-bearing units are 

composed of acoustic features rather than discrete notes. This perspective moves away from the 

traditional view in animal linguistic studies that equates 'one call type' with 'one meaning.' This 

hypothesis serves as a compelling explanation for heterospecific communication (Schlenker et al. 

2024b) but may also elucidate the apparent paradox of highly social species having seemingly limited 

vocal repertoires, as exemplified by the house sparrow, Passer domesticus.  

 

House sparrows represent one of the most prevalent bird species globally and are central to ecological 

studies about their reproduction, population dynamics, and genetics (Anderson 2006). Despite their 

widespread presence, their vocal repertoire and coding mechanisms remain surprisingly under-

researched. Given their apparently limited vocal repertoire (approximately 10 calls described, Nivison 

1978) and their intricate social structure (gregarious flocks organized by social dominance, exhibiting 

social monogamy during the reproductive season), they present an excellent opportunity to test the 

featural interpretation hypothesis and explore how meaning is encoded in this type of species.  

 

By uniting the expertise of linguists and ecologists, we are therefore undertaking a project that 

investigates the call system of house sparrows. Specifically, our objectives are (i) to precisely identify 

the core meaning of their most common calls, (ii) to identify the acoustic diversity inside each call type, 

notably by differentiating contextual variation from individual signatures and (iii) to explore the 

potential use of featural coding mechanisms, for example in food discovery contexts. To attain the first 

objective, we use 360° cameras coupled with high quality recorders to precisely describe the 

surrounding context when specific notes are produced. For the second objective, recordings of known 

individuals are carried out in both winter and spring to assess the within- and inter-individual variation 

in their most common call, the ‘cheep’ call. To do this, we are taking advantage of a monitored 

population of house sparrows on Lundy Island (UK). This population is a closed, small population (~50 

individuals) that are all ringed and with RFID tags, allowing individual recognition while still recording 

natural behaviours. Finally, the third objective focuses on experimentally testing whether food 

discovery calls are produced in a different manner depending on the quality and the quantity of food, 
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with the hypothesis that call rate, peak frequency and/or non-linearities can inform about these 

different situations. The initial findings of these three questions will be presented, with the expectation 

that they will encourage new discussions on how methodologies in animal linguistics can be adapted 

to different species and will address potential future directions.  
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Investigating how non-human animals produce call sequences provides key insights into the 
evolutionary origins of meaning in vocal communication, including syntax. Many genetically 
distant species combine calls into structured sequences that follow specific rules. However, 
most studies focus on only a narrow portion of the vocal repertoire. We addressed this gap 
by documenting the vocal sequence repertoire and structural rules of wild sooty mangabeys 
(Cercocebus atys), a West African monkey species. Over 11 months, we followed two 
habituated groups in Taï National Park, Ivory Coast, and manually annotated 1,672 vocal 
utterances. Annotation involved visual inspection of spectrograms combined with auditory 
verification to identify distinct sound elements—continuous sounds with clear beginnings and 
endings. We defined a call as one or more elements of the same type produced in 
succession with inter-element intervals of less than two seconds, and a sequence as a 
series of different consecutive call types, each separated by less than one second. To detect 
rule-based structure, we used Bayesian models to predict the likelihood of a call occurring in 
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specific sequence positions and identified statistically significant patterns to formalise the 
sequence “grammar”. 

Our analyses revealed that sooty mangabeys combine most of their calls into diverse 
sequences but rely heavily on a restricted set of combinations. Among the most frequent 
sequences, we identified: 
(1) Ordering – we identified four call types that were more likely to occur in specific positions 
(e.g., first or second); (2) Affixation – one call, ‘hoo’, never occurred alone, did not involve 
element repetitions and was consistently attached to other stand-alone calls; (3) 
Recombination – independently emitted short sequences (e.g., the bigrams ‘gruntn_twittern’ 
and ‘twittern_gruntn’) were concatenated into longer ones; (4) Non‑adjacent dependencies – 
a rule linking the first and last call of a sequence irrespective of intervening calls, such as 
iterative ‘gruntn_twittern’ sequences terminated with a ‘gruntn’; (5) Potential recursion – the 
self‑embedding of call pairs within larger identical structures (e.g., AB → ABABCAB), with 
‘gruntn_twittern’ bigrams embedded multiple times in extended sequences. Although these 
patterns are not equivalent to human syntax, they formally resemble features such as 
positional constraints, morphological affixation, ordered dependencies, and recursive 
embedding. We note this parallel with caution and use it solely to frame evolutionary 
questions. Clarifying how these structural rules map onto meaning remains the next critical 
step. 

nindicates that each call can have any number of vocal element repetitions. 

Reviews 

 
 ----------------------- REVIEW 1 --------------------- 
 SUBMISSION: 9748 
 TITLE: Organisational rules in sooty mangabey vocal sequences 
 AUTHORS: Auriane Le Floch, Cédric Girard-Buttoz, Tanit Souha Azaiez, Natacha Bande, 
Roman M. Wittig, Steven Moran, Klaus Zuberbühler and Catherine Crockford 
 
 ----------- Overall evaluation ----------- 
 SCORE: 5 (excellent: strong accept) 
 ----------- Reviewer's confidence ----------- 
 SCORE: 4 ((high) I am fairly familiar with the area of this abstract) 
 ----------- Review ----------- 
 This is a well written, clear abstract. I wish more specific examples were discussed, ideally 
with reference to parallels in human language, but I hope that will be done in the actual 
paper. 

We thank the reviewer for the positive feedback. In response to the suggestion, we now 
include specific examples of structural patterns in sooty mangabey sequences and carefully 
note formal parallels to features of human language, while explicitly emphasising our 
cautious approach to such comparisons. 
 
 
 ----------------------- REVIEW 2 --------------------- 
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 SUBMISSION: 9748 
 TITLE: Organisational rules in sooty mangabey vocal sequences 
 AUTHORS: Auriane Le Floch, Cédric Girard-Buttoz, Tanit Souha Azaiez, Natacha Bande, 
Roman M. Wittig, Steven Moran, Klaus Zuberbühler and Catherine Crockford 
 
 ----------- Overall evaluation ----------- 
 SCORE: 5 (excellent: strong accept) 
 ----------- Reviewer's confidence ----------- 
 SCORE: 4 ((high) I am fairly familiar with the area of this abstract) 
 ----------- Review ----------- 
 I rate this abstract a strong accept. 
 
 My main comment is this: 
 I would have liked to see short explanation or preview as to how (as in, with what 
methodology and definition for these terms) the authors found hierarchical and recursive 
structures in the sooty mangabey repertoire. I hope this will be explained in the presentation. 
 
 Regardless of this small critique, I believe this paper fits well into the workshop theme and 
will be of interest to linguists and animal communication researchers alike. 
 
 We thank the reviewer for their positive evaluation and insightful comments. In response, 
we have clarified in the abstract how we operationalised key concepts such as hierarchical 
structure, recursion, recombination, and non-adjacent dependencies, and how these were 
tested statistically 
 
 ----------------------- REVIEW 3 --------------------- 
 SUBMISSION: 9748 
 TITLE: Organisational rules in sooty mangabey vocal sequences 
 AUTHORS: Auriane Le Floch, Cédric Girard-Buttoz, Tanit Souha Azaiez, Natacha Bande, 
Roman M. Wittig, Steven Moran, Klaus Zuberbühler and Catherine Crockford 
 
 ----------- Overall evaluation ----------- 
 SCORE: 4 (very good: accept) 
 ----------- Reviewer's confidence ----------- 
 SCORE: 5 ((expert) consider me an expert on this abstract, I know the field very well, I 
know that my judgment is correct) 
 ----------- Review ----------- 
 Very interesting, I would like to know more! The abstract runs a bit short in specifying the 
procedure followed for the characterization and decomposition of calls, if accepted for 
presentation the criteria followed should be made explicit. 

We thank the reviewer for their positive feedback and insightful comments. We have now 
incorporated a clear description of our call annotation procedure in the abstract. 
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Versatile vocal combinations as a tool to convey a larger range of meanings in chimpanzees 

Human language is a highly versatile combinatorial communication system able to generate an infinite 

number of meanings via the combinations of phonemes into words and words into hierarchically 

structured sentences1. Non-human animals also use call combinations to modify meanings of single 

vocal units using different combinatorial mechanisms2–6. Combinatorial mechanisms describe the way 

the meanings of single calls are altered when strung into call combinations. To date, at most one 

combinatorial mechanism per species has been documented. Whether this apparent vast evolutionary 

gap between human language and other animal communication systems is real or an artefact of 

studies largely focusing on only a few call combinations per species remains unclear. Here we assessed 

the potential for chimpanzees to use vocal combinations to expand the range of meanings they can 

convey through versatile use of various combinatorial mechanisms. This species is of particular interest 

here since they utter hundreds of call combinations that demonstrate structural rules, in particular 

positional bias of certain call types and dependencies between calls in the combinations.  

Using 4,323 utterances recorded in 53 Taï Forest chimpanzees, we first assess the overall potential for 

vocal combinations to convey information about several events within a single utterance. We found 

that the likelihood of uttering call combinations rather than single calls doubled when chimpanzees 

encountered more complex situations characterised by concomitant events such as when greeting 

individuals in a food patch during a fusion. The number of different situations individuals encountered 

also correlated with the number of different vocal combinations they used. This relationship was 

stronger in adults than in immatures, indicating that the capacity to match events to call combinations 

may develop throughout ontogeny.  

Second, we assessed how the potential meanings of utterances containing two call types (bigrams) 

were derived from the meanings of their component calls, by assessing the events in which each 

utterance was emitted. Focusing on the 16 most common bigrams in the chimpanzee vocal repertoire, 

we found four combinatorial mechanisms that expand meanings: new meaning creation, meaning 
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combination, meaning disambiguation, and call order effect on meanings. Each combinatorial 

mechanism was evident in at least two bigrams. Also, most call types were utilised in several bigrams 

and in more than one combinatorial mechanism across a wide range of daily life events. Such a 

versatile combinatorial communication system can enable small repertoires to encode many more 

meanings than there are call types. Such a system has never been documented and may be transitional 

between more rudimentary systems previously described and open-ended systems such as human 

language. 
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Humans and songbirds share the ability to learn multiple languages or songs – an important 
adaptation to complex and dynamic social environments. However, this ability has a paradoxical 
downside: what we learn can get in the way of further learning. A prominent example is the 
notorious difficulty of learning the sounds of a second language (L2), especially in adulthood, due to 
interference from learned sound categories of the native language (L1). The precise mechanism that 
causes interference in L2 learning is still unknown, as is an effective intervention for reducing 
interference (Bundgaard-Nielsen 2011, Flege 1993, Kuhl 2008, Flege 1987, Sakai 2018 and Mokari 
2017). Also unknown is whether phonological interference is a uniquely human phenomenon or 
whether it is shared with other species of vocal learners. Understanding the mechanism of 
interference and its generality across species is necessary for gaining deeper insights into learning 
and categorization of sounds, and for developing more efficient methods to facilitate second 
language learning.  

We used an experimental paradigm of “second song” learning in zebra finches (Lipkind 2013, 
2017 and Toutounji 2024). to test for the existence of phonological interference in birdsong learning 
and to attempt to eliminate interference by manipulating the birds’ auditory input. Artificial bird 
“tutors” induced juvenile males to learn first one synthetic song (S1) and then a second song (S2), 
differing from S1 in selected features. We tested if and how the acoustic difference between S1 and 
S2 affected birds’ learning success of S2 sounds. 

Preliminary results show that, like humans, zebra finches encounter interference from a 
previously learned S1 sound when attempting to learn a new, similar, S2 sound (differing from S1 by 
a small pitch interval). Instead of fully learning the new sound, the birds sing a sound with an 
intermediate pitch between S1 and S2. However, we can fully eliminate this interference by adding a 
second new sound shifted by the same pitch interval but in the opposite direction from the old 
sound. While a single new target results in only partial learning, exposure to two opposing new 
targets leads to the successful learning of both.  

These preliminary findings provide the first evidence for “phonological” interference in 
songbirds, and a new direction for understanding and resolving interference. In humans, native 
language sound categories remain somewhat plastic throughout life to adapt to diverse speakers 
(Olasagasti 2020 and Clayards 2008). This life-long L1 plasticity is hypothesized to be served by a 
Bayesian-inference-based mechanism (Kleinschmidt 2015 and Theodore 2019) that infers changes in 
the acoustic-phonetic characteristics of L1 categories from ongoing auditory experience. L1 plasticity 
might have the downside of interfering with the acquisition of L2 sound categories because hearing 
new L2 sounds may lead to partial adjustment of similar L1 categories rather than formation of new L2 
categories. We hypothesize that input with two new targets at opposite acoustic directions from an 
old sound (i.e., an L2 target and an artificially generated opposing target) may reduce interference 
because it has a low probability of belonging to a common category and would therefore bias a 
Bayesian-based mechanism to reject the new sounds as evidence for a shift in an old category and 
form new sound categories instead. 
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 Vocal communication in songbirds includes both culturally transmitted (Fehér et al. 2009) and innate (Elie & 

Theunissen 2016) behaviors that have been studied intensively in both the field and lab. Songbirds often vocalize 

thousands of times a day. Their vocal exchanges of songs and calls can influence—attract or repel—other birds. We 

have a good understanding of the mechanisms through which songbirds learn and produce complex vocal sequences 

and rhythms (Hahnloser et al. 2002). But we know much less about how they perceive and interpret either these 

vocalizations or their hierarchical structure. In spoken language, semantics and hierarchy are strongly linked. But 

even in the most studied songbird, the zebra finch, it is not clear if any features of song or call exchanges have any 

semantic value. Rhythm, vocal coordination, and hierarchical-structure patterns may instead influence behavior 

through aesthetic qualities, perhaps as music affects human listeners (Rothenberg et al. 2014). Phonotaxis and 

operant-conditioning experiments are limited in their ability to reveal how high-level features of zebra finch vocal 

communication could affect their behavior.  

 We developed a virtual reality system–Avian Anime–to explore how vocal sounds that vary in hierarchy, 

rhythm, and acoustic structure may affect zebra finch behavior in different ecological contexts. In our system, a bird 

is housed in a cage where it hears sounds from speakers on each side and sees animations from video monitors that 

act as walls. The system collects data from microphones above and proximity sensors on each perch and responds to 

the bird's behavior in real time. It automatically estimates absolute preference levels for specific sounds. It also 

captures how each sound or combination of sounds and animations affects the bird’s movement patterns. Avian 

Anime can simulate many different ecological contexts (e.g., courtship). For example, an animated male or female 

zebra finch can approach the live zebra finch and then move and vocalize in response to its calls and movements. 

This constitutes a closed feedback loop between the system and the bird, where parameters such as response delay 

and predictability can be experimentally manipulated.  

 Preliminary results demonstrate that our system can successfully engage with both male and female zebra 

finches over prolonged sessions. We found that interactions with different visual and auditory scenarios produce 

consistent results. We identified different behavioral responses with a much higher signal-to-noise ratio than 

standard methods such as phonotaxis. We found, for example, that interactive short calls attract the birds and 

increase their activity levels, whereas other types of sounds repel them or persistently decrease their activity levels. 

We are currently using Avian Anime to systematically explore birds' behavioral responses over time to different kinds 

of calls and songs—a large range of natural and synthetic sounds that vary in rhythm, order, symmetry, and 

hierarchy. This lets us document zebra finch responses and interaction dynamics in a scalable and generic manner. 

We hope that this approach can eventually form a suitable foundation for semantic analysis of vocal communication 

patterns across species.  
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Compositionality in Wild Bonobo Vocal Communication 

 

A crucial hallmark of human language is the capacity to combine elements. For example, morphemes 

can be combined into words (e.g., “bio” + “logy” = “biology”) or words into sentences (“Biology is 

interesting”). This is possible due to compositionality, whereby meaningful units are combined into 

larger structures whose meaning is determined by the meanings of the parts and the way they are 

combined (Partee 2004). Compositionality can be trivial (the meaning of a combination is derived from 

adding the meaning of its parts, as in “blond dancer”) or non-trivial (the meaning of one element 

modifies the meaning of the other element, as in “bad dancer”) (Steinert-Threlkeld 2020; Martin 2022). 

Several studies in birds and primates have demonstrated that animals are capable of combining 

meaningful vocalisations into trivially compositional structures (e.g., Engesser et al. 2016; Suzuki and 

Matsumoto 2022; Leroux et al. 2023), but to date, unambiguous evidence of non-trivial 

compositionality in animals from systematically collected quantitative data is still lacking (Schlenker 

et al. 2016, 2023, 2024; Sauerland 2016; Kuhn et al. 2018; Steinert-Threlkeld 2020; Leroux et al. 2023; 

Trujillo and Holler 2024; Beckers et al. 2024). 

Here, we provide robust empirical evidence for non-trivial compositionality in the vocal communication 

of wild bonobos (Pan paniscus). Firstly, we leveraged a framework that investigates meaning by 

considering all aspects of context that co-occur with the emission of the signal (Berthet et al. 2023). 

This approach defines the meaning of a signal as the set of features of circumstances (hereafter, FoCs) 

that appear at a rate greater than chance across the signal’s occurrences. We recorded 700 bonobo vocal 

utterances and collected a set of more than 300 FoCs for each utterance. Secondly, using a method 

adapted from Distributional Semantics, a linguistic approach that quantifies meaning similarities 

between words (Harris 1954), we used these FoCs to map bonobo utterance types within a semantic 

space and quantify meaning similarities between utterance types. Lastly, we investigated whether the 

bonobo call system is compositional. To this end, we used a multi-step process developed by Trujillo 

and Holler, previously developed to identify non-trivial compositionality in human multimodal 

communication (Trujillo and Holler 2024). This approach considers a combination AB as compositional 

if i) the meaning of A is distinct from that of B, ii) the meaning of AB is different from that of A and 

that of B, and iii) the meaning of AB is derived from the meaning of A and B. The fourth step determines 

whether a compositional combination is trivial or non-trivial: the combination AB represents a non-

trivial compositional structure if it is compositional (i.e., it fulfils criteria i-iii) and if iv) the meaning of 

AB is different from the meaning of A+B. 

We found that bonobos produce four two-call compositional structures involving all call types of their 

repertoire. Most strikingly, three of the compositional structures detected exhibit non-trivial 

compositionality. These findings indicate that compositionality is a prevalent feature of the bonobo 

vocal system, which may display more parallels with human language than previously thought. 
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Where Do Hockett’s ‘Design Features of Language’ Stand 65 Years Later? 
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In this talk, we aim to give an overview of two central developments regarding Hockett’s design 

features of human language: 1. The current state of the presence of Hockett’s design features in non-

human animals 2. recent developments in more fundamental re-evaluations of Hockett’s design 

features. 

Hockett’s design features (Hockett 1960, 1963) have remained highly influential in linguistics and the 

language sciences. They still feature prominently in many linguistics textbooks (Wacewicz et al. 2023) 

and popular press publications when dealing with the comparison of human language with other 

animal communication systems and the evolution of language (e.g. Johansson 2021).  

However, in the roughly 65 years since they were first proposed, they have not remained without 

criticism (e.g. Bender 1990; Oller 2004; Wacewicz & Żywiczyński 2015). Many such criticisms have 

focussed on the necessity to add certain design features (Aitchison 2008) or on certain features being 

a direct consequence of more basic properties or not being characteristic of language as a whole. For 

example, Hockett’s design features have rightly been criticised for disregarding signed languages 

(Johansson 2021). In addition, research on animal communication systems has also shown that many 

features are instead more widely shared with other animal communication systems, at least to some 

degree (see e.g. Pleyer & Hartmann 2024 for a review). For example, duality of patterning – the 

combination of single meaningless elements into meaningful composite units – has been documented 

in chestnut-crowned babblers (Engesser et al. 2019) and limited compositionality seems to present in 

the communication systems of other animals, such as some bird and monkey species (Townsend et al. 

2018). 

Going beyond this, there have been increasing calls for a more fundamental re-evaluation of Hockett’s 

design features. For one, there has been criticism that some features, such as arbitrariness, are too 

language-centric to be fruitfully applied to comparisons with animal communication systems (Watson 

et al. 2022). In addition, it has been argued that more attention needs to be paid to the underlying 

cognitive capacities and social and ecological settings involved in the realisation of design features 

(e.g. Wacewicz & Żywiczyński 2015). For example, for a feature such as displacement – the ability of 

language to refer to things that are remote in both time and space – a species-comparative perspective 

should not only simply outline to what degree the feature is present in other animals. Instead, it should 

also investigate the cognitive capacities underlying displacement – such as the ability for mental time 

travel – and investigate to which these capacities are present in other animals (Pleyer & Zhang 2022). 

A more fundamental re-evaluation of Hockett’s design features should also take into account 

properties that more recent research has identified as being central to human language on all levels 

of analysis, such as its inherently multimodal nature (Cohn & Schilperoord 2024) or the inherently 

dynamic nature of language as a complex adaptive system (Beckner et al. 2009) and investigate to 

what extent such properties also characterise non-human communication systems (Hebets et al. 2016; 

Zhang & Pleyer 2024).   
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This paper explores referentiality in interaction involving dogs and 6-12-year-old human children. The 

focus is on the vocal and bodily activities that the children treat as referring to something observable 

or otherwise shared in the situation. Ethological research has shown that animal vocalisations not only 

express emotional states but also convey context-specific indexical information. This functional 

referentiality has been observed across species also in situations involving a third party or an object 

(Faragó et al. 2010, Pongrácz et al. 2024).  

In this study, the objective is not to measure the degree of referentiality in dog behaviour, as 

such, but to identify 1) what canine vocalisations and bodily cues are treated as referential, 2) which 

human language forms children use to respond to these, 3) in which types of interactional contexts 

referentiality is perceived, and 4) how human children tailor iconic and indexical referential 

relationships in their own speech to adapt to the dog’s assumed communicative properties. 

The data consist of 15 video recordings presenting child-dog dyads in ecological French- and 

Finnish-speaking context (Grandgeorge et al. 2020, Peltola et al. 2025). The post-anthropocentric 

(Braidotti 2024) theoretical framework combines biosemiotics (Uexküll 2011, Tønnessen 2022) and 

cognitive linguistic approaches to meaning construal, embodiment, and perspective-taking (Johnson 

2018, Tomasello 2019).  

The study shows that children highlight the perceived referential potential of dog sounds by 

incorporating imitated vocalisations into semantically complex constructions. In non pas rhoo rhaa ‘no 

not rhoo rhaa’, which is a response to the dog’s repeated growl in a ball game, the child imitates the 

canine sound (Harjunpää 2022, Mondémé 2022), and treats it as carrying a local referential meaning 

recognisable for both playing partners, namely announcing the dog’s taking possession of the ball. As 

the child simultaneously kicks the ball, so that the dog cannot reach it, the event to which the growl is 

referentially connected is cancelled both linguistically and physically. When orienting to objects at the 

focus of interaction, such as toys, the dog’s non-vocal behaviour also serves as a resource for proform 

referentiality, e.g. no ni, oliha se siellä ‘well, it was there after all’ uttered after the dog has found the 

last hidden treat in an interactive toy. The dog’s gaze is frequently incorporated into referential 

processes, e.g. tu ne la vois même pas ‘you don’t even see it’ or pas ça, ça ‘not that one, this one’ are 

responses to dog’s looking steadily at the hidden toy location or changing the gaze direction from one 

human hand to another. Simultaneously with the verbal utterances, the children use non-lexical 

sounds, (empty) hands and body posture as indexical signs, thereby embracing the multimodal 

dimension of dog-human interaction.  

The paper brings to the fore meaning construction in interspecies interactions. Excluding 

semantics contributes to maintaining the status of human language as a system apart that cannot be 

analysed on the same grounds as others. The notion of languaging opens up the boundaries and places 

human languages among other modes of interaction, including those used by other species (Demuro 

& Gurney 2023) 
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Animal vocal sequences including human speech are organized into hierarchical sequences composed 
of voice primitives. In human speech, these primitives are known as phonemes or phones. By contrast, 
the corresponding vocal primitives in animals have been poorly studied.  

In birdsong, the roughly hundred-millisecond long song syllables are often considered basic vocal units, 
since syllables display little acoustic variability within types but large differences across types (Sainburg, 
Thielk & Gentner, 2020). However, neurophysiology suggests that vocal units should be sought at a much 
finer 10-ms resolution imposed by the pace of neural dynamics (Leonardo & Fee, 2005). We propose a 
simple data-driven approach to estimate song repertoires. 

 

Figure 1: (a) Binarized distance matrix between vocal units 𝑖  and 𝑗  in a zebra finch song segment (black: 
distance	𝑑!" > 𝛿; white: 𝑑!" ≤ 𝛿; 𝛿 = 200). The vocal units (song spectrogram) are shown on the left and on top 
(syllable extent is indicated by red lines). The blue pixels indicate the exemplars (left) and the vocal units they 
approximate (top). (b) Relationship between the number of vocal units in a song segment (x-axis), and the repertoire 
size(y-axis) for diverse thresholds δ (dots) and the fits 𝑦 = 𝛼𝑛# (curves) for diverse δ (color scale). (c) The 
dependence of parameters 𝛼 and 𝛽 on δ (left, middle) and the goodness of fit (right). (d) The fraction of repeated 
versus the fraction of reused vocal units in pairs of song motifs. The curves (N=4 birds) are obtained by varying δ 
(mean and error bars; 150 motifs per bird). 

a

c
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We segment birdsong into vocal units of 16-ms time window and identify dominating sets, which we 
refer to as exemplars, such that any vocal unit is no further away from an exemplar than some maximal 
threshold distance δ. We use a greedy approximate algorithm to find the minimum set of exemplars — 
the repertoire, Figure. 1a. By increasing the song segment that we subject to this analysis (letting it contain 
𝑛 vocal units), we approximately need 𝑦 = 𝛼𝑛!  exemplars, in reminiscence of Heap’s law, Figure 1b, c. 

Our analysis allows us not only to identify repeated vocal units that birds consistently produce at a 
given time point across song motifs but also reused vocal units produced at diverse times within a motif, 
e.g., as part of different syllables. Surprisingly, we find that for the smallest δ at which every vocal unit is 
repeated, on average 50% (range 35-65%, N=4 birds) of all vocal units are excessively reused, Figure. 1d. 
Thus, zebra finches frequently reuse sounds across diverse time points in a motif which agrees with 
findings that some neural patterns repeat across song motifs not only at the same time, but also at other 
times when vocal output is similar (Vyssotski et al., 2016).  

We propose a simple algorithm for identifying the repertoire of any vocal signal, revealing new insights 
into zebra finch song. The generality of our procedure enables its application to other birds’ songs and to 
mammalian vocalizations (including human speech), illustrating how easily communication signals can be 
hierarchically decomposed into comparable repertoires. 
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Ideophones are considered a rarity in Bulgarian and are classified either as verbal interjections (Hauge 

1995, Maldjieva 2021) or as onomatopoeias (Tilkov, Stoyanov and Popov 1983). In the arch-class of 

interjections, Maldjieva (2021) distinguishes 18 classes with distinct syntactic properties, among which 

onomatopoeias (e.g., myau ‘meow’), predicative interjections (e.g., drân-drân ‘incessant blabbing’) and 

adverbs (e.g., kucuk-kucuk  ‘describing limping movement’). The latter two seem to fall under the concept 

of ideophone. Starting from a very comprehensive definition of ideophones as “marked words that evoke 

vivid sensory scenes in imitative fashion” (Akita and Dingemanse 2019, 1), in the proposed talk, the 

possibilities for an informed demarcation between traditionally recognized onomatopoeias in Bulgarian 

(such as drus-drus ‘a series of vertical shakes’, zââârrrr  ‘the sound of a bell or a traditional ring-tone’, 

fraaasss ‘a bang-like sound’), a possible class of ideophones (as suggested by Kovatcheva  2014, 1, e.g., 

bliz ‘lick’, blâs ‘push’, brâk ‘insert hand’) and verbal interjections (such as e.g.,  bež ‘sudden dashing away’, 

which can be used as an imperative) are explored.  

Assuming there is a prototypical, if not a canonical, space that captures the class of “ideophones 

as conventionalized depictions” (Akita and Dingemanse 2019, 1), including the following properties: i) 

marked wordhood status – deviance from typical lexical items in the language in terms of phonology, 

length, heightened role of reduplication, etc.; ii) vague semantics since “[i]deophones are not like normal 

words to which meanings are readily assigned. They are simply sounds used in conveying a vivid 

impression” (Okpewho 1992, 92) and iii) a predicate function “qualificative or adverb in respect to manner, 

colour, sound, smell, action, state or intensity” (Doke 1935, 119), in the talk answers to the following 

research questions are sought: Is there a distinct class of ideophones in Bulgarian? Are both 

onomatopoeias and ideophones (if any) types of interjections and what are the possible differentiating 

properties among these?  

The central dimension of differentiation hypothesized is their respective word formation status. 

Onomatopoeias are directly sound imitative and, apart from reduplication motivated euphonically, no 

other word formation pattern can be associated with their origin, as they are simplex words. The second 

set of data comprises ideophones (identified as deverbal ones in Kovatcheva 2014), verb-based and 

necessarily involving back-formation or paradigmatic word formation (Haspelmath and Sims 2010; Plag 

2018; Booij 2008). The two sets of data share imitativeness as a distinguishing property from all other 

interjections – sound imitatives (25 items) and other imitatives (25 items), extracted from the Corpus of 

Spoken Bulgarian, BED, Kovatcheva (2014) and Maldjieva (2021). 

The preliminary conclusion is that mimetics is better suited as a cover term, wherein 

onomatopoeias as sound symbolic imitatives, resulting from imitative coinage (Flask 2022) and ideophones 

(derived by affix removal or reanalysis) as image-depictives are recognized as similar but distinct 
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subclasses, which coheres with Körtvélyessy’s idea of onomatopoeia as a unique species (Körtvélyessy 

2020). In view of a shared degree of iconicity (albeit monomodal vs. multimodal) and depictive properties, 

both should be set aside from the class of interjections in the language. 
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Phonesthemic sound symbolism in Formosan languages 
 

Amy Pei-jung Lee 

(National Dong Hwa University) 
 

A phonestheme is defined as ‘a recurrent sound-meaning association that is not 
definable by contrast’. Structurally, a phonestheme is sub-morphemic which cannot occur 
independently. Semantically, a phonestheme has a representative meaning, yet its residue in 
the word is meaningless. Many phonesthemes in language are also onomatopoeic, which 
pertain to ideophones.  

This paper is a follow-up study on the phonesthemes identified in Formosan languages 
based on Blust (1988, 2003a, 2003b) and Lee (2023), with both descriptive and cognitive 
approaches. Phonesthemes in Formosan languages can be categorized into two types. The first 
type is a monosyllabic root with a -CVC which only occurs at morpheme-final position. The 
second is a meaning-associated segment, either a single consonant or a pattern of consonants 
in successive syllables (cf. Blust 1988: 5). 

The first type of phonesthemes can be further divided into those which are related to 
onomatopoeic ideophones and those which are not. This type exhibits the -CVC form, such as 
*-tuk ‘knock, pound, beat’ or *-pak ‘slap, clap’. To fulfil the requirement of a canonical word, 
a monosyllabic root of -CVC is reduplicated to form lexicalized reduplication, such as tuktuk 
‘knock, pound’ (Kavalan) or baqbaq ‘slap, clap’ (Paiwan). 

Those not related to onomatopoeic ideophones, on the other hand, exhibit associative 
sound symbolism (Johansson et. al 2020), of which the sound-meaning association can be 
accounted for from a cognitive perspective. For example, *-pun ‘heap, pile, assemble, collect, 
gather’ is reflected in Formosan languages as ‘a place where rivers converge’, ‘a stomach’, ‘a 
well’, ‘a mound’, ‘a barn where grains are collected’, or ‘to meet up, to be together’, showing 
that a CONTAINMENT image-schema is at work. Similarly, *-pit ‘press, squeeze together; narrow’ 
is reflected in Formosan languages with the following meanings: ‘chopsticks’, ‘eyelashes’, ‘to 
close eyes, to blink eyes, to wink’, ‘to heal a wound’, or ‘a button, to button one’s clothes, to 
sew a broken cloth’. The sound-meaning association not only demonstrates imitation of the 
vocal gestures, but also reveals a CONTACT image-schema. 

The second type is manifested with the following phonesthemes: - ‘related to oral or 

nasal area’ (Blust 2003a), h-/f-/s- ‘air-related actions’, -r or -l ‘shaking, trembling’ (Lee 2023). 
The sound symbolism of these phonesthemes can be explicated by articulatory gestures as 
proposed by Thompson and Do (2019). 

 
Keywords: phonestheme, sound symbolism, ideophone, articulatory gesture, Formosan 
language 
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Iconicity in use -an onomasiological approach to words of enthusiasm in English 

This paper investigates iconic (onomatopoeic, echoic, expressive, ideophonic) words from an 

onomasiological, or conceptual, viewpoint. It aims at providing a fine-grained usage-driven perspective 

on iconicity.  

We introduce a mix-method approach to the study of semantic changes in iconic words. Thus, we 

combine (1) methods of research of lexicology and (2) usage-driven analysis. The obtained data provide 

a more accurate and fine-grained understanding of semantic changes in iconic vocabulary.  

Methods of lexicology are the traditional methods of semantic analyses based on dictionary definitions 

of iconic words. There are currently several data-driven psycholinguistic hypotheses regarding iconicity 

and usage of iconic words. Thus, Dingemanse (2012: 663) shows that iconic words are most likely to 

describe conceptual categories of sound, movement, visual impressions, inner feelings, and cognitive 

states. Winter et al (2023) have recently proposed that certain semantic traits and certain categories 

of words correlate with higher iconicity ratings. According to their study, the following categories of 

words score highest in iconicity: (1) sensory words, (2) early acquired words, (3) words occupying spare 

semantic neighbourhoods, (4) words which are structurally marked and ‘playful’, and (5) (in English 

specifically) words belonging to the grammatical classes of interjections and verbs. 

Material and methods: In this talk, following our preliminary study (Author 2024) on the diachronic 

evolution of English nouns depicting the idea of ‘enthusiasm, energy, or vitality’, we extend the study 

to the class of verbs of enthusiasm with a view to comparing the results. We use the HTOED and the 

OED dictionaries and combine these data with the analysis of their collocational behaviour in several 

diachronic and contemporary corpora (OEC, EHBC and COHA).  

Initial results indicate that the iconicity cycle (Flaksman 2020) is tied to the general phenomenon of 

competition and regulation within the lexicogrammatical continuum: there is a balance between (1) 

innovation, creativity, and expressivity on the one hand, and (2) economy, stability, and convention on 

the other (cf. Goldberg 2019). We conclude that describing and modelling the processes of semantic 

change in onomatopoeia and related phenomena shall be based on the analysis of real-life interactions 

where iconic words occur (that is, an emphasis shall be put on exploring the usage-driven data).  

Thus, what is perceived as iconicity (cf. Winter et al 2023) appears at the crossroads of (1) objective 

iconic form-meaning configurations (acoustic qualities and articulatory properties of speech sounds 

comprising iconic words), (2) conventionalised meanings of iconic words (which (can) form 

phraseological units and collocations), and (3) their contextualised interpretation (mapping). 
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Figurative verbs in Dolgan 

Eugénie Stapert 

(Kiel University) 

Keywords: Figurative verbs, Dolgan language, Onomatopoeia, Turkic, Sound symbolism 

 

This paper investigates figurative verbs in Dolgan, a Turkic language spoken in arctic Siberia (Russian 

Federation). Figurative verbs are known to form a special category of verbs in Sakha, Dolgan’s closest 

genealogical relative, both in terms of their meaning and their phonological structure (Kharitonov 

1954, Afanasyev 1993, Shamayeva & Prokopeva 2018, and Monastyrev et al. 2018). In this language, 

figurative verbs are characterised as verbs which may describe the shape of a human face, the shape, 

height and figure of a person, or the structure, form and appearance of a material object (Shamayeva 

& Prokopeva 2018). In addition, they may be onomatopoeic. In their study Shamayeva & Prokopeva 

(2018) show that in Sakha there is a correlation between the phonological structure of figurative 

verbs and their semantics. More specifically, figurative verbs with non-labialised vowels are 

associated with wide, flattened shapes, whereas figurative verbs with labialised vowels are 

associated with elongated or oval forms.  

While figurative verbs have been investigated quite well for Sakha, a similar detailed investigation is 

still lacking for Dolgan (Däbritz 2022: 137). Figurative verbs have been mentioned for Dolgan by 

several scholars (c.f. Ubryatova 1985, Artemyev 2013, and Däbritz 2022), but an in-depth study of 

this category of verbs has not yet been possible due to a lack of data. The recent publication of a 

large corpus of Dolgan spontaneous texts and folklore stories stories (Däbritz et al. 2022), has 

improved this situation significantly. The Dolgan corpus consists of 14 hours of transcribed and 

glossed material and provides the necessary data to fill this gap in the research on Dolgan figurative 

verbs. 

The current paper aims to establish whether the correlation between phonological structure and 

semantics, as proposed by Shamayeva & Prokopeva (2018) for Sakha, holds true for Dolgan as well. 

Taking the works by Shamayeva & Prokopeva (2018) and Monastyrev et al. (2018) as a basis, a list of 

onomatopoeic figurative verbs in Sakha will be compiled. These verbs will be compared with their 

equivalents in Dolgan for phonological structure as well as for semantics, using data from the corpus 

(Däbritz et al. 2022), as well as from dictionaries (Stachowski 1993, and Stachowski 1998). The 

combination of both oral and written data sources for Dolgan allows for a nuanced comparison, 

including speaker-internal phonetic variation as well as variation across speakers. Based on these 

data, it is investigated a) whether all figurative verbs in Sakha have an equivalent in Dolgan b) 

whether a correlation exists between phonological form and semantics, and c) whether the 

correlation matches the pattern found for Sakha, or that Dolgan displays a different pattern. 

Finally, since a substantial part of figurative verbs in Sakha has been associated with Mongolian 

origins, a detailed analysis of this domain in Dolgan can provide additional insights into its history of 

contact.  
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Iconic mappings facilitate spoken word production: Implications for lexical 

representation and processing 
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Despite standard assumptions of an arbitrary relationship between word forms and 

meanings, empirical research has shown the pervasive existence of iconic mappings in 

language. Such mappings, established through cross-modal (i.e., sound symbolic) or unimodal 

(i.e., visual) correspondences, have been systematically observed within the lexicon of oral and 

sign languages (Perniss & Vigliocco, 2014; Winter et al., 2024). For instance, in English, words 

referring to round objects were found to contain more round-articulated phonemes like /a, o, b, 

m/, while words referring to spiky objects to rather contain sharp-articulated phonemes like /e, 

i, k, t/ (Sidhu et al., 2021). Iconicity seems hence to imply a non-arbitrary connection between 

conceptual features of referents and formal features of lexemes. Therefore, processing 

consequences might be expected when words featuring iconic mappings are accessed for 

production and comprehension. However, while studies on sign language revealed the impact 

of iconicity upon lexical processing (Sehyr & Emmorey, 2021; Thompson et al., 2009), as well 

as its interaction with other lexical factors, such as word age of acquisition (Vinson et al., 2015), 

the implications of iconic mappings in the oral modality remain virtually unknown.  

To clarify this, we first tested whether spoken production is facilitated when there is 

iconic congruence between conceptual and phonological representations of words. We designed 

a picture naming task, in which native French speakers (N=24) named images through words 

which were either iconically congruent to their image, i.e., their phonology symbolically 

matched the visual shape (round or spiky) of the depicted object (e.g., ballon – ‘balloon’), or 

iconically neutral, i.e., their phonology did not bias towards any shape (e.g., dauphin – 

‘dolphin’). Words in each condition were further selected to be either early or late acquired (i.e., 

before/after 4.5 years: Fig. 1). Results showed that participants were faster to name pictures 

associated with iconic as compared to non-iconic words. However, this effect was only reliable 

among late acquired words, as consistent with observed interactions between iconicity and age 

of acquisition in sign naming (Fig. 2). By showing facilitation in the retrieval of words featuring 
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iconic phonological-conceptual links, our results support the hypothesis that iconicity impacts 

lexical processing in spoken language as well. Such results, in turn, carry insights about the 

cognitive processes underlying the retrieval of lexical representations, as accounted for by 

models of language production, and their potential differences for iconic and non-iconic 

mappings (Roelofs & Ferreira, 2019). To account for the observed facilitation, a non-modular 

conception of the different features in a word’s representational network (e.g., conceptual, 

lexical-semantic, phonological) seems to be required. Specifically, our results suggest that such 

features should be connected interactively, rather than accessed in a discrete sequence (Rapp & 

Goldrick, 2000). To better understand this mechanism, we explored whether facilitated retrieval 

of iconic mappings is due to faster activation of a word’s phonology based on its conceptual 

features. We designed a conceptual replication of the picture naming task described above, this 

time employing an EEG technique. Regression analyses on forthcoming data will reveal 

whether modulations of the brain’s electrical signal by psycholinguistic variables related to 

phonology (e.g., word length) or lexical semantics (e.g., animacy) display the same time course 

for iconic as compared to non-iconic words. 

 

     Figure 1: experimental stimuli.  

 

         Figure 2: results from Exp. 1. 
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IDEOPHONIC WORDS IN THREE TORRICELLI LANGUAGES: 

SHARED AND DIFFERENTIAL FEATURES 
 

Jose A. Jódar-Sánchez 
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Abstract: The goal of this talk is to provide an overview of ideophonic words in three 

Torricelli languages, a family of severely endangered languages spoken in Papua New 

Guinea. The three languages in the study are Srenge (ISO: lsr), Walman (ISO: van), and 

Yeri (ISO: yev). Data comes from extensive fieldwork by various researchers at the 

University at Buffalo who have documented and described the languages in question. 

The methodology is based on elicitation of ideophonic words and as well as on analysis 

of text-based examples of ideophonic words and their contexts. First, I describe some of 

the common phonological features of ideophonic words in these three languages which 

set them apart from nonideophonic words. For instance, ideophonic words tend to begin 

with stops, have certain consonant clusters, and be reduplicated more often than 

nonideophonic words. Statistical evidence is offered for the special phonological status 

of ideophonic words. Second, I present some morphological and syntactic features of 

ideophonic words which are not shared by each of these languages. Third, I discuss the 

word class status of ideophonic words in each of these languages. Fourth, I survey the 

semantic fields covered by ideophonic words in these languages in relation to 

Dingemanse's (2012) implicational hierarchy of semantic areas expressed by ideophones 

crosslinguistically. Contextualized examples are provided throughout the presentation to 

illustrate all these features. A future goal of this research is to reconstruct and characterize 

ideophonic words in Proto-Torricelli and to create an elicitation tool to investigate them 

in other Torricelli (or Papuan) languages. 

 
Keywords: ideophones, phonology, morphosyntax, semantics, Torricelli languages, 

Papua New Guinea. 
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  Phonemic Bigram Surprisal and the Decline of Expressivity in Iconic Lexicon 

Maria Flaksman1 Alexander Kilpatrick2 

1University of Bamberg 2University of Aizu 

Imitative (iconic) words (ideophones, onomatopoeic words, etc.) directly convey impressions of sen-

sory imagery (ka-boom, crash). Expressivity in imitative words manifests on a phonological level and 

is connected with markedness (use of rare speech sounds (ugh [əx]), phonotactic violations (vroom), 

expressive lengthening (grrr)). This study explores the potential of phonemic bigram Surprisal as a 

markedness feature. Diachronically, expressivity declines as imitative words are integrated into the 

lexicon [4]. The iconic treadmill hypothesis [2] suggests that integrated imitative words de-iconize un-

der the influence of sound changes (which reduce phonetic variability), which triggers new imitative 

coinage. The aim is to test ITH in the context of Surprisal. 

Procedure: Previously [1], a large corpus (N=54 million lexemes) of spoken American English 

[3] was cross referenced with a pronouncing dictionary to obtain phonemic transcriptions. The number 

of phonemes in each word was totaled and used to calculate average Surprisal across bigrams. This was 

then cross-referenced with a dataset containing morpheme counts [5] and an iconicity dataset [6] where 

participants assigned Likert scores to 14,776 words according to how much each word “sounds like” 

its meaning. 13,294 words in the master dataset matched to the iconicity dataset, other samples were 

discarded (https://tinyurl.com/m7nzjn3s). 

Results: A multiple linear regression model (F (3:13291) = 277.8, p < .001) conducted to assess 

the impact of average Surprisal, phonemic length, and morpheme count on iconicity revealed that av-

erage surprisal (β = 0.0215, t = 4.211, p < .001) and morpheme count (β = 0.0758, t = 5.386, p < .001) 

have significant positive relationships with iconicity while phonemic length has a significant negative 

effect on iconicity (β = -0.1102, t = -24.706, p < .001). 

Discussion: These findings speak to the relationship between expressivity and communicative 

efficiency, see [7]. As words de-iconize, in accordance with the ITH, they become less expressive, 

manifesting as more predictable sound patterns and fewer morphemes. In particular, the data reveal that 

higher average Surprisal and the expression of a greater number of morphemes per phoneme are asso-

ciated with higher iconicity, while greater phonemic length is associated with reduced iconicity. 
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Comics are mul;modal forms of storytelling, where images and linguis;c items combine to create lively 
narra;ves. They also offer rich material for inves;ga;ng lexical iconicity. Expressive items in both 
dialogue bubbles and panels commonly add dimensions of sound (bang), mo;on (swish), sensory 
experiences (yuk), and inner feelings or cogni;ve states (argh, gak). Even though comics are silent and 
visual, readers’ understanding of the sound dimension of wriKen words affords iconic mappings that 
bring sound and emo;on to the stories (Oyola 2011). Petersen (2007, 2009) describes how readers 
experience the sounds through a form of sub-vocalisa;on, triggering iconic mappings and crea;ng a 
form of narra;ve ero;cs. Iconicity in comics also extends beyond proper;es of words and includes 
iconic aspects of font sizes and styles (Forster et al 2012) or shapes of dialogue bubbles (Forceville et 
al 2010). 

Expressive Items in comics are oWen discussed as onomatopoeic expressions or interjec;ons 
(Forster et al 2012; Guynes 2014). However, the full scope of relevant expressive items in comics cannot 
be covered by these categories. As the examples in the first paragraph illustrate, iconic mappings do 
not relate only to sound. Some recent studies have acknowledged this limita;on and are instead 
trea;ng the items as ideophones (e.g. Pischedda 2024). Ideophones display iconic mappings between 
form and meaning, including, but extending beyond, the sound dimension (Akita & Dingemanse 2019). 
Like ideophones, expressive items in comics depict sensory imagery not only of sound but also of 
movement, other sensory experiences, inner feelings and cogni;ve states (Dingemanse 2012). 

This study aligns with recent work (Pischedda 2024) in trea;ng expressive items in comics as 
ideophones but extends the research into new territory. To date, no detailed linguis;c studies of 
expressive items in comics originally wriKen in Swedish exist. This study addresses the gap by analyzing 
ideophones in the Swedish comic Rocky by Mar;n Kellerman: known for its realis;c representa;on of 
spoken Swedish interac;on (Fägersten 2019). Through manual analysis of the first Rocky album 
(Kellerman 1999), ideophones are iden;fied and categorized by lexical status. English influence on both 
spoken Swedish and the language of comics (Valero Garces 2014; Pischedda 2017), necessitates 
checking items against both Swedish and English dic;onary sources. Items not found in the sources are 
categorized as non-lexical. These are further sub-categorized as ‘comics items’ (if found in comics items’ 
compila;ons like Gasca & Gubern 2008 and Taylor 2018) or ‘crea;ve construc;ons’ if not. 

Findings show that Rocky contains a high number of items depic;ng sensory imagery. While most 
items do have iconic sound mappings, they oWen represent feelings, reac;ons, or cogni;ve states 
through depic;ng human vocaliza;ons. Many are fully lexicalized interjec;ons in Swedish, oWen 
wriKen in larger fonts or elongated (åååååååååååh). Swedish lexical words dominate, but the material 
also includes English lexical words (crunch, yikes), comics items (fwoom, blam), and crea;ve 
construc;ons (frodobolf, uööözzz). Crea;ve construc;ons with related meanings can show form 
similarity, guäck (‘disgust’), guläck (‘nega;ve taste experience’), and uuääck (‘vomi;ng’), with possible 
influence from related lexicalized words äckel (‘disgust’) and äcklig (‘disgus;ng’). 
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Speech sounds enable us to produce spoken language through double articulation, but they can also 

carry intrinsic iconic associations to specific meanings, thereby speeding up linguistic transmission. For 

instance, high and/or rising intonation is often perceived as smaller and more positive than low and/or 

falling intonation. Similar iconic effects are found across a wide range of semantic domains, influencing 

words throughout the lexicons of individual languages (Blasi et al. 2016; Erben Johansson et al. 2020; 

Monaghan and Fletcher 2019; Sidhu et al. 2021; Winter and Perlman 2021). This enables iconicity to 

be used as a crucial strategy for meaning-making and word formation. At the same time, language 

users frequently perceive certain sounds or languages as more beautiful than others, and specific 

speech sounds can elicit strong affective arousal (Aryani et al. 2018, 2020), suggesting a potential link 

between phonesthetic and iconic associations. How, then, might phonesthetics shape the words we 

use? 

 

We investigated whether there are universal phonesthetic judgments regarding the sound of 

languages. This study included 2,125 recordings from 228 languages across 43 language families, 

evaluated by 820 native speakers of English, Chinese, or Semitic languages, who rated how much they 

liked the sound of each language. The results showed that recordings of languages perceived as 

familiar, even when misidentified, and breathy female voices were rated as more pleasant. However, 

there was little consensus among raters about which languages sounded most beautiful, as personal 

preferences and perceived resemblance to culturally branded “beautiful” or “ugly” languages 

significantly influenced judgments. Despite this variability, some population-level phonesthetic 

preferences were observed. The clearest preference was for non-tonal languages, a trend most 

pronounced among Chinese-speaking participants—the only tonal participant language in the study. 

This raises an intriguing question: While lexical tones may be perceived as less pleasing, they are 

integral to the phonological systems of many languages. How, then, are tones used in tonal languages 

to convey words with positive or pleasing meanings versus negative or displeasing ones? 

 

In a work-in-progress follow-up study, we collected basic vocabulary items with various positive and 

negative meanings (e.g., beautiful-ugly, good-bad, correct-wrong, sweet-bitter, happy-sad) from tonal 

languages representing over 50 language families. The study aims to investigate whether: (a) words 

with positive valence tend to feature higher and/or more rising tones compared to words with negative 

valence, aligning with iconic patterns; and (b) words with negative valence exhibit greater tonal 

complexity, such as more variable pitch contours and tonal contrasts, than words with positive valence. 

We also explore how tone types can be categorized and quantified to assess how underlying factors 

influence word formation. 
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Taken together, this presentation examines how our perception of speech, at both the segmental and 

language levels, facilitates the creation of shortcuts in communication. It also seeks to define the 

similarities and differences between phonesthetic and iconic associations on a cross-linguistic scale. 
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Language and communication researchers have become increasingly interested in depictive meaning-
making and its manifestations across diverse signed and spoken languages. Recent endeavours have 
relied on the operationalisation of modality-agnostic comparative concepts and canons for such 
comparisons (Haspelmath, 2010; Brown & Chumakina, 2013), i.e., concepts designed for comparative 
purposes that are not tied to a specific channel or modality (e.g., Hodge et al., 2023). Dingemanse 
(2019, p. 16) proposes the concept of ideophone as ‘a member of an open lexical class of marked 
words that depict sensory imagery’. Following this definition, Dingemanse qualifies previous 
ideophonic analyses of several phenomena in signed languages, e.g., Bergman & Dahl (1994), Ajello 
et al. (2001), Hogue (2011), and Lu & Goldin-Meadow (2018). In this presentation, I discuss research 
on the use of specific depicting constructions in signed languages to re-examine Dingemanse’s claim 
that there are no ideophones in signed languages. Illustrated with entries of LSFB (French Belgian Sign 
Language) lexical databases and utterances retrieved from the LSFB Corpus (Meurant, 2015), the 
discussion will start from criteria that easily fit depicting constructions and gradually progresses 
towards criteria that are less obvious fits. As a starting point, I show how depicting constructions are 
used to express sensory experience. In particular, the depicting constructions under scrutiny 
prototypically consist in using the space in front of the signer to depict a referent’s position and motion 
on a reduced scale (Perniss, 2012; Ferrara & Halvorsen, 2017). I then discuss how this strategy can 
diachronically lead to the emergence of conventionalised form-meaning pairings that may still leave 
space for a strong depictive potential (Cormier et al., 2012; Johnston, 2012; Wilcox & Xavier, 2013; 
Ferrara & Halvorsen, 2017). Finally, I ask whether these conventionalised form-meaning pairings can 
be described as ‘marked’ in signed languages and whether they can be said to form an open lexical 
class (Schwager & Zeshan, 2008; Kimmelman & Börstell, 2023). Using the criteria listed in the 
definition, it is argued that lexicalised depicting constructions are closer to the concept of ideophone 
than suggested earlier. Building on the similarities, the presentation points to questions and interests 
spanning both signed and spoken language research and suggests some grounds for cross-pollination 
between these research traditions. 
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Iconicity, as understood in current applied research, represents a specific connection between the 
“form of a sign” and its “meaning”, which is generally analyzed in contrast to Saussure's understanding 
of signs as arbitrary, whether that connection is described as “natural”, “resembling”, “similar”, or 
“motivated” (e.g. Taub 2001: 8; Perniss et al. 2010: 1–2; Dingemanse et al. 2015: 604; Perlman et al. 
2018: 1; …). Some authors have argued that iconicity should rather be defined in terms of degrees (e.g. 
Caselli and Pyers 2020; Ortega 2017); others even pointed out that there can be no iconicity in language 
without arbitrariness (e.g. Wilcox 2004: 140ff.), as was implicit in the Saussurean analysis (1971/1916: 
100–101). Through different semiotic approaches to iconicity (cf. Groupe μ 1992; Hjelmslev 
1971/1948; Peirce 1995/1931–1958), highlighting qualitative and quantitative degrees of iconicity in 
languages, this paper aims to demonstrate that ‘arbitrariness’ and ‘iconicity’ constitute the two ideal 
poles of a continuum on which the units of a specific language can be placed according to those 
degrees. Based on a categorization of the various connections between the signifying units of sign 
languages and what they denote, this study will compare sign languages, French Sign Language (FSL) 
in particular, with written/oral languages on the one hand and pictorial languages on the other. 
 
We will first show how the codified units of FSL can be divided into smaller units, either ‘discrete’ or 
‘distinctive’, and reveal the role that arbitrariness and iconicity play in articulating these units into 
signifying ones. In a second step, we will then highlight various types of iconic connections and show 
that signs can share common features with extralinguistic, intralinguistic or interlinguistic ‘objects’ (in 
the Peircian sense) and, through additional symbolic, indexical or iconic connections, even refer to 
other objects in ways comparable to Napoli (2019)'s “chains”. The fundamental distinctions brought 
to light in these first two sections will result in an initial classification of the lexicon of FSL but personal 
and situational transfers, which are characteristic of sign languages (e. g. Cuxac 2000, 31–95), also 
enable the formation of signifying units which are not codified by any “normative authority” (Ammon 
1995: 80ff.). In a final section, devoted to a qualitative study of narratives in sign languages and 
pictorial languages, we will therefore demonstrate that signers consciously or unconsciously resort to 
the distinctive units which are (proto)typical of a given object in a way that is shared with pictorial 
languages. 
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In the past fifteen years or so, the interest in lexical iconicity, i.e., ideophones, expressives, mimetics, 
onomatopoeias etc. has been on the rise. Examples include Japanese pikapika ‘flashing’, Siwu 
ɖaboɖabo ‘gait of a duck walking’ or Pastaza Kichwa polang ‘manatee jumping up from the water 
surface’. Such items can be cross-linguistically defined as “marked words that depict sensory imagery 
and belong to an open lexical class” (Dingemanse 2019). At an abstract level, these words often depict 
senses like: sound, motion, color, dimension, configuration, textures, temperatures, pain, smell, taste, 
inner feelings, cognitive states, time, evaluations and so on (Dingemanse 2012; Van Hoey 2023). It has 
been observed that the range of the iconic inventories differs across languages and language families.  
 
But how similar are iconic inventories at a more fine-grained level? What kinds of concepts are 
expressible in an ideophonic manner? And to what degree do they resort to iconic means to express 
these different concepts, such as phonological structure mappings, morphological mechanisms?  
 
To tackle such questions, this study introduces the Depicticon, a typological database containing the 
iconic lexicons of over 50 languages from 22 language families; see https://osf.io/zrq56/  for the range 
of languages. Iconic items are semantically tagged for the concepts they depict, similar to the appendix 
of Kakehi, Tamori & Schourup’s (1996) dictionary for Japanese mimetics, and phonologically enriched 
with phonotactic information. Through the technique of onomasiological profiling (Speelman, 
Grondelaers & Geeraerts 2003) the similarity between inventories is then calculated and visualized in 
2D and 3D plots. 
 
This study makes use of the increasingly open and digitized data age we are living in and provides a first 
typological step towards large-scale comparison of iconic lexicons, while disambiguating universally 
depictable concepts and language-particular idiosyncratic depictions. 
 
Funding: FWO grant 1209725N “Borrowing iconic words” is gratefully acknowledged. 
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Actual dynamics of Mongolian ideophonic vocabulary  

This paper focuses on two interrelated phenomena of Khalkha Mongolian ideophones: (i) their 

semantic extension and shift and (ii) usage change conditioned by change in society and ways of 

living. We draw upon our database of Mongolian ideophones which currently contains ca. 700 

ideophonic roots and over 3000 individual forms with examples from fieldwork, dictionaries, literature 

and internet sources. A large portion of our data comes from elicitation within fieldwork (43 speakers). 

Mongolian ideophones consist of roots and suffixes deriving nominals and verbs (Ichinose 

1991). The majority (76%) of roots pertain to the visual domain, describing shapes, visual effects, and 

their movements. Their original meanings are those describing animals, people, and shapes as they 

occur in the natural environment of Mongolian nomads (Oberfalzerová 2010). 

Investigating (i), we show that ideophones are, further, used in extended meanings to describe 

(ridicule or praise) human exterior and behavior. Thus, the ideophone danhalza- ‘to move repeatedly 

of someone with big head’, is used to describe proud and pompous behavior. Specifically, in our data, 

several types of behavior (e.g. proud and arrogant behavior, conflict behavior, flirting) are 

conspicuously “crowded” with ideophones. We are interested in the relation of such groups of 

ideophones to their source domains. 

Investigating (ii), we base our findings on fieldwork data gathered between 2022-2024 among 

rural and urban speakers (elicitation with 26 speakers born, and continually living in rural areas, and 

17 speakers born and living in Ulaanbaatar). We observe several types of change connected to 

sociolinguistic factors: Loss of ideophones, loss of the original meanings connected to the rural life-

style but preservation of derived meanings (e.g. oli ‘to but’ (rural language), ‘to snitch on sb.’ (urban 

language), and deideophonization. We present an analysis of sociolinguistic factors at play: (a) 

massive transfer of rural population into urban areas (Konagaya et al. 2013), (b) inclusion of 

ideophones into the standardized form of the language (Narantuya 2021) and into the curriculum of 

primary education, (c) weakening of the natural transmission. As an illustration, in a three-generational 

group of informants with rural background and children currently living in an urban center (July 2022, 

8 members of one family in Övörkhangai province), we observed strong command of ideophones by 

the oldest generation, while the middle generation has inherited a part by natural transmission. The 

third generation exhibited poor natural command of ideophones, but has acquired certain lexemes via 

the education system. 

         In a synthesis of (i) and (ii) we show that (a) the shifted meanings of ideophones describing 

social behavior are highly productive in certain spheres such as less standard journalism and 

comments to political events, (b) ideophones are used as part of scientific terminology e.g. arzgar 

suhai  (literally ‘bristly tamarisk’) ‘Tamarix hispida’, (c) strong decline of the actual use of the 

ideophonic system is observed. We propose a general tendency for ideophonic systems to be stronger 

in less urbanised and more traditionally living communities. 
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Allo- Allo-! Clearing up some confusion around a constructionist concept 
 

Bert Cappelle 

(Université de Lille) 

 

Keywords: allostructions, allomorphs, isomorphism, optionality, Construction Grammar 

 

For some time now, considerable weight has been given within Construction Grammar to the 
idea that two or more constructions at the same level of generality can be linked ‘horizontally’. 
These are then sometimes called allostructions – formally distinct but semantically similar 
daughters of a more schematic mother node or ‘constructeme’ (Cappelle, 2006; De Vaere et al., 
2020; Minami, forthcoming; Perek, 2015; Ungerer, 2024; Zehentner, 2023). The view that 
constructions at the same level of grammatical abstraction may be seen as related to one 
another can be traced back to at least Lambrecht’s (1994, p. 6) use of allosentence, which was 
borrowed from Daneš (1966, p. 232). Despite being rooted in a long tradition, the term 
allostruction, just like the concept it refers to, is still not well delineated and understood. In this 
theoretically oriented talk, I will attempt to address two open questions. First, do allostructions 
have to share some aspect of form? Second, do allostructions support the principle of 
optionality (i.e., in a usage context, there are several alternatives to choose from) or, rather, the 
principle of isomorphism (i.e., one form corresponds to only one function and vice versa)? 
 As to whether two or more forms eligible for the status of ‘allostructionhood’ should 
have some portion of their form in common, the answer is yes. But this in itself is not a 
sufficient condition. Crucially, the allostruction candidates must also share a specific meaning 
not found in other forms. Thus, while the double object construction and the to-prepositional 
dative share little form except for abstract categories (a verb and two NPs, one of which is 
realized as the complement of a preposition in one of the alternants), they also share a crucial 
aspect of meaning (roughly, ‘transfer’). As this meaning is specific to these two constructions, 
they are allostructions. By contrast, cat and rat (to take a pair of lexical constructions) can 
hardly be considered allostructions. This is not because their shared form (consonant+/æt/) may 
be coincidental, as the two forms still share a more abstract form – they’re both nouns – but 
rather because their shared meaning (say, ‘small, furry animal’) is not exclusively tied to this pair 
of words. After all, we want to avoid treating all members of a broad lexical field, such as 
‘common mammals found in or near one’s house’, as allostructions.  
 As for the seemingly competing principles of optionality and isomorphism, these play 
out differently for constructions differing in complexity. As suggested by Minami (forthcoming), 
who refers to Jakobson (1980, p. 74), speakers cannot choose freely between allomorphs in 
complementary distribution (e.g. in-, il-, im-, ir-), which are then functionally equivalent. 
Allostructions of phrasal/clausal constructions show more obvious isomorphism (subtle 
functional differences). Such more complex combinations also allow for greater freedom in 
Jakobson’s sense (namely, leeway in selecting lexical items for syntactic slots). Still, optionality –
understood as free choice between allostructions – is restricted, though not excluded, by the 
lack of full functional equivalence among alternatives.  
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Future temporal reference and optionality in English:  

Distributional semantic insights across registers 

Chiara Paolini, Ruixue Wang & Bingjie Zeng 

(KU Leuven, Andover Shanghai)  

 

The study of future temporal reference (FTR) in English (will versus be going to) has garnered significant 

attention in recent years, particularly in the context of its variation across different registers (Engel and 

Szmrecsanyi 2022), regional varieties (Bohmann 2024), and second-language learning (Dubois et al. 

2024). 

(1)     a.     [The friends]subject will [meet]verb for a coffee  

    b.     [The friends] subject are going to [meet]verb for a coffee 

Overall, these studies highlight the inherent complexities and variability of the future tenses usage, 

presenting a significant methodological challenge to predict how speakers will reference future events 

in different linguistic contexts. Focusing on register variation, Engel and Szmrecsanyi (2022), show how 

FTR usage of individual speakers is greatly conditioned by language-internal variables (e.g., negation 

favors be going to in written formal register, stative verbs favor will in spoken language, while be going 

to in written language), using variationist corpus-based techniques and psycholinguistic evidence. 

However, these studies do not account for register-based lexical variation as a language-internal factor 

in their prediction models, raising the question: to what extent does the semantics of the materials in 

the argument slots (subject, verb) play a role in determining speakers’ choices in different situational 

contexts?    

In the ongoing debate between no synonymy (Goldberg 1995; more recently, Leclercq and Morin 2023) 

and intra-speaker optionality (Ma, Hoey, and Szmrecsanyi 2025; Szmrecsanyi et al. In print;), this study 

aims to provide further empirical evidence on intra-speaker probabilistic variation (i.e., optionality) of 

FTR variants across registers by integrating the semantic properties of the lexical context into the classic 

variationist model to predict variant choice. 

We re-examined two of the four register subsets of the FTR dataset (Engel and Szmrecsanyi 2022): the 

written-informal register based on the British section of the Global Web-based English (GloWbE; Davies 

2013) and the spoken-informal register based on the British National Corpus 2014 (BNC 2014; Love et 

al. 2017). To assess the semantic features of the lexical context in a cognitive-solid and bottom-up way, 

we employed Vector-Space-Model (VSM) Semantic Predictors (Paolini et al. 2023, 2025). Using the 

Nephosem count-based, type-level vector space model (Lenci 2018; QLVL 2021), the semantic 

predictors are automatically built by separately clustering the lemmas of the subject and verb argument 

slots (e.g., friends and meet in examples 1(a-b)), extracted from each FTR subset. Once evaluated, these 

are then combined with each dataset’s original top-down and manually-annotated formal predictors 

and fitted into a binomial logistic regression model with mixed-effects to predict speakers’ choice.  

Analyses reveal a differential impact of lexical variation across the two registers. In the written-informal 

register, VSM-semantic predictors slightly enhance the overall predictive power of top-down predictors 

by mirroring and reinforcing significant variables such as sentence type, proximity, and subject person. 

In contrast, alternates in the spoken-informal register appear largely unaffected by lexical variation, as 
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evidenced by the absence of significant VSM-semantic predictors in the regression model. Overall, 

VSM-semantic predictors demonstrate strong potential in capturing usage-based lexical patterns, thus 

representing a valuable addition to the variationist toolkit. 

From a more theoretical perspective, the present study demonstrates that the role of the lexical 

material in the FTR sentences can vary considerably depending on the register in which variant choice 

occurs. The results for the spoken register, in particular, seem to confirm the neutralization of subtle 

(lexical) semantic differences between variants in spoken contexts, as postulated by Sankoff (1988), 

ultimately supporting the probabilistic nature of intra-speaker variant choice – a dimension that 

linguistic isomorphism, in all its forms and definitions, fails to adequality capture.  
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Isomorphism as a constraint on redundancy? Evidence from English and Dutch 

Pijpops, Dirk & Eva Zehentner 

(University of Antwerp; & University of Zurich) 

Keywords: isomorphism, who-did-something-to-whom, redundancy, efficiency, corpus 

 

Isomorphism holds that languages tend towards one-on-one correspondences between form and 

function (Haiman 1980). However, one of the main functions of grammar, viz. marking who did what 

to whom, is often performed through multiple formal strategies (Levshina 2021). For example, in Dutch 

sentences such as (1)-(6), the giver of a hug can be formally distinguished from its recipient through (i) 

word order, as in (1), (ii) pronominal case marking, as in (2), (iii) verbal agreement, as in (3), (iv) 

prepositions, as in (4), any combination of those strategies, as in (5), or in fact, none at all, as in (6), 

where the sentence is left ambiguous. 

 

(1) Morgen kan je papa een dikke knuffel geven. (word order) 

(2) Papa kan jij morgen een dikke knuffel geven. (pronominal case marking) 

(3) Papa kun je morgen een dikke knuffel geven. (verbal agreement) 

(4) Aan papa kan je morgen een dikke knuffel geven. (preposition) 

(5) Morgen kun jij aan papa een dikke knuffel geven. (word order, pronominal case marking, 

preposition) 
 

All: ‘You can give daddy a big hug tomorrow’. 

 

(6) Papa kan je morgen een dikke knuffel geven. (ambiguous) 
 

‘You can give daddy a big hug tomorrow’ or ‘Daddy can give you a big hug tomorrow’ 

 

Such systemic redundancy, i.e. the availability of various formal strategies in the language system to 

perform the same function, seems to fly in the face of isomorphism (Van de Velde 2014). However, it 

could be claimed that, while language does exhibit systemic redundancy, (extreme) syntagmatic 

redundancy in language is rare. That is, there is evidence suggesting that strategies tend to be used in 

complementary fashion in actual language use, such that it is typically only one or maximally two 

strategies that are drawn on in one and the same sentence (cf. Leufkens 2020: 83-84).  

We test this claim by investigating both Dutch and English corpus data, zooming in on how the 

agents and recipients of the cognate verbs geven ‘give’ and give – which are both usually animate and 

volitional – are formally disambiguated. We choose Dutch and English as closely related languages that 

have the same four strategies at their disposal for marking who did what to whom; crucially, though, 

Dutch grammar leaves its language users more leeway in determining when to use which strategy, 

through variation in all four strategies, as exemplified in (1)-(6). By contrast, in English, only 

prepositional marking is truly variable. 

Our results show that double marking is the default in both Dutch and English. Furthermore, there 

is tentative evidence that Dutch language users make use of the greater flexibility offered by the system 

to modulate the degree of redundancy in their sentences in an ad-hoc way, while English grammar 

exhibits a more consistent level of double marking throughout. In addition, redundancy in Dutch but 

not English seems to be impacted by processing complexity. We interpret these findings as supporting 
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isomorphism as a guiding factor in strategy use, but in a more gradient way, which is impacted, among 

other things, by language-specific systemic properties. 
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Didymophilia in language 
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Proponents of the no-synonymy hypothesis have argued that unconditioned ‘free’ variation between 

alternating variants in language is exceedingly rare or non-existent. Indeed, synchronic variationist 

linguists have built lofty multivariate models that are able to explain large swaths of the variance in 

near-synonymous constructions (see Pijpops 2019, Ch.2 for a discussion), especially when taking into 

account social indexation of the forms: even if the distribution of alternating variants cannot 

‘residuelessly’ be explained by language-internal (e.g. pronominality, lexical biases) and cognitive-

semantic factors (e.g. animacy, topicality, priming) alone, the added explanatory power of social 

variables (SES, gender, region), often suggests the variants are prone to second-order indexing (in the 

sense of Silverstein 2003). 

Diachronic variationists, on the other hand, have for the most part focused on cases in which 

an incoming mutant gradually takes over an older form (Blythe & Croft 2012), ousting the latter form 

from the language. This scenario indicates that a neat distinction on functional or social grounds of the 

two forms is not very stable. The demarcation is not stable through time. Moreover, while it is not 

unheard of that near-synonymous forms develop new meanings in a process of exaptation (Van de 

Velde & Norde 2016; De Smet & Van de Velde 2020), competing constructions can also converge over 

time, rather than divide the functional space among them (De Smet et al. 2018). Doubt with regard to 

a neat division of labour between competing constructions also comes from studies pointing out that 

synonymy and non-isomorphic tendencies can have advantages for the system, which is protected 

against function loss in times of perturbation (Van de Velde 2014; Fonteyn & Maekelberghe 2018), and 

that competing constructions can co-exist – a phenomenon that could be called ‘didymophilia’: a 

predilection or fascination for twins. 

Retaining a residu of unexplained variance is advantageous, and this may be the reason behind 

the pervasiveness of variation. I will discuss a number of case studies in which the distribution of two 

associated variants changes over time, but rather than a smooth replacement, the two variants co-

exist for a remarkably long time, and small-scale semantic effects creep in. These case studies are: 

strong vs. weak preterites in Dutch, V1 conditionals vs. asyndetic conditionals in Dutch, internal vs. 

external possessors in Dutch, and ‘red’ (AUX-V) versus ‘green’ (V-AUX) word order in the Dutch verbal 

endgroup. For the preterites, the alternants become sensitive to Aktionsart over time (De Smet & Van 

de Velde 2020). For V1 conditions, the alternants become associated with different lexical-semantic 

regions (Nijs & Van de Velde 2023). For the red vs. green word order, the alternants are sensitive to 

valency considerations (Sevenants et al. 2025). 
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Variation and isomorphism in the English comparative alternation 

 

Hikaru Hotta & Martin Hilpert 

(University of Neuchâtel) 

 

Keywords: English comparatives, frequency effects, isomorphism, schematicity, variation 

 

This study presents a corpus-based analysis of the English comparative alternation (e.g., periphrastic 

more proud vs. morphological prouder). Previous studies have identified general factors underlying the 

comparative alternation (e.g., Mondorf 2009). For instance, adjectives with more syllables in 

predicative usage tend to favor the periphrastic variant. However, substantial empirical evidence 

suggests that both an abstract schema (e.g., ADJ + the suffix -er) and its specific instances (e.g., 

prouder) can be symbolic units that are cognitively represented in the mind and conventionalized 

within the community (e.g., Katz, Rexer, and Lukatela 1991). This may suggest that competition 

between variants operates not only at the schematic level, as previous studies have demonstrated, but 

also at the lexically specific level. The primary goal of this study is to investigate the potential impact 

of lexically specific representations in the comparative alternation. 

 We reanalyze Hilpert (2008)’s data, which comprises 247 alternating adjectives from the 

British National Corpus, using a mixed-effects logistic regression model. This approach accomodates 

nested structures within the dataset. Specifically, our model distinguishes between group-level 

predictors (e.g., number of syllables) and observation-level predictors (e.g., predicative or attributive 

usage). Individual adjectives are included as random effects. 

 The model shows that while most fixed predictors from Hilpert (2008) remain relevant factors 

in the alternation, the strength of their effects is substantially moderated. Moreover, a closer 

examination of the random effects reveals idiosyncratic patterns among adjectives, such as 

monosyllabic adjectives favoring the periphrastic form (e.g., apt, real) or trisyllabic adjectives taking 

the morphological form with considerable frequency (e.g., untidy, unhappy). The model also accounts 

for diverging tendencies within certain groups, such as disyllabic -ly adjectives showing contrasting 

tendencies, with likely and costly favoring the periphrastic form while lovely and ugly exhibit the 

opposite tendency. 

 One key factor underlying these idiosyncrasies is the skewed distribution of adjectives toward 

one variant over the other. Further analysis shows that the degree of skewness is largely proportional 

to the token frequency of adjectives in comparative forms. In other words, the more frequently an 
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adjective is used in comparative forms, the stronger the bias becomes toward either variant. 

 We discuss these findings in light of the overarching themes of the workshop, which concern 

the relationship between variation and isomorphism. In the case of the English comparative 

alternation, the two competing forces may operate at different levels of schematicity. At the schematic 

level, there is variation that can be predicted by multiple general factors. At the lexically specific level, 

there is isomorphism, where variants appear to substitute for one another. Importantly, the 

boundary between variation and isomorphism is gradient: for less frequent forms, a speaker may 

primarily rely on probabilistic knowledge at the schematic level to select a conventional variant, while 

directly accessing lexically specific representations for highly entrenched comparative forms. 
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The isomorphic principle maintains that languages strive towards ideal form-meaning mappings 

whereby a single meaning corresponds to a single form and vice versa (Haiman 1980, and Goldberg 

1995). This view has been challenged, however, by extensive evidence that language variation is very 

common and a natural – arguably even desirable – aspect of language (e.g. Poplack 2018, and Gardner 

et al. 2021). In response, several attempts have been made to reinterpret the isomorphic principle in 

line with the facts of variation and change (e.g. Leclercq & Morin 2023, and Cai & De Smet 2024). 

This paper contributes to this effort by going back to the theoretical roots of the isomorphic principle 

in Saussurian structuralism. The isomorphic principle is essentially a continuation of the idea that signs 

define one another through relations of contrast. The mutual hold that signs are thought to have over 

each other is supported by evidence from semantic change. Specifically, in chain shifts, change in one 

expression triggers change in a semantically related contrasting expression, just as the structuralist 

view would predict (e.g. Buyle & De Smet 2018). 

However, the present paper addresses a development that behaves as a chain shift only in part, 

resulting in a new contrast but also in variation. The development in question is the rise of English BE 

Ving (she is sleeping) and its impact on the meaning of its simple form counterparts (she sleeps). The 

rise of BE Ving and concomitant shifts in the interpretation of simple forms are investigated for seven 

verbs selected to represent the full range of situation types (see e.g. Vendler 1957, and Smith 1997). 

These are stand, sleep, talk, eat, read, build, and catch. Data have been collected from the EEBO, CLMET 

and BNC corpora, covering Early Modern, Late Modern and Present-day English and consist of random 

samples capped at 150 instances per verb per period. For each simple form token, the most plausible 

interpretation is established, i.e. progressive (1), perfective (2) or habitual (3). If the rise of BE Ving 

affected the use of simple forms, the latter are expected to shift away from contexts favouring a 

progressive interpretation, as in (1), as BE Ving gains in frequency.  

(1) Sleep you, or wake you, Lady bright? (CLMET, 1798)  

(2) [He] bit his lip, and read the letter twice, […]; and then he asked what o’clock it was. (CLMET, 

1837)  

(3) though he eats very well, […] he seems to have lost all care of his person (CLMET, 1841) 

Results paint a more complex picture. Present tense contexts behave more or less as expected, with 

the rise of BE Ving leading to interpretational changes in the simple form. However, in past tense 

contexts, the rise of the new paradigmatic alternate BE Ving has little noticeable impact on the simple 

forms. In these contexts, variation persists. 

The results indicate that isomorphic and non-isomorphic outcomes can coexist in the same 

development. A possible explanation is that variation emerges as a side-effect of contrasts that are 

functional elsewhere in the system.  
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A three-layer analysis of the English dative alternation 

The relationship between pervasive variability and the structuralist “one-form-one-meaning” 

principle, a postulate endorsed across various theoretical frameworks, continues to spark debate. In 

an earlier chapter of this debate, Newmeyer (1983: 116) astutely observed that much of the debate 

hinges on how the notion of “meaning” is conceptualized (cf. Weber & Kopf 2023: 3). Newmeyer’s 

observation remains pertinent, and we accordingly aim to advance the discussion by offering a more 

theoretical contribution. 

Specifically, we advocate for a "Three-Layer Approach" to meaning, a framework rooted in Coserian 

structural-functional linguistics and neo-Gricean pragmatics (Coseriu 1989, Levinson 2000, Belligh & 

Willems 2021). This approach differentiates between (i) encoded language-specific meanings, (ii) 

conventionalized senses, and (iii) specific readings in discourse. Furthermore, we draw on Coseriu’s 

(1989) distinction between polyvalence (a single expression with multiple senses) and polymorphy 

(“grammatical synonymy”, i.e. more than one expression for a single encoded meaning).  

We elaborate on De Vaere’s (2023) analysis of the German dative alternation and explore its 

applicability to the English dative alternation. The German and English alternations are illustrated 

below: 

(1) a. Er schickt seiner Mutter einen Brief. (IOC) 

b. Er schickt einen Brief an seine Mutter. (POC) 

(2) a. He sends his mother a letter. (DOC) 

b. He sends a letter to his mother. (POC) 

The German and English ditransitive alternation are similar. Both involve a RECIPIENT that can be 

expressed with or without a preposition. Corpus evidence further indicates that both alternations 

are also associated with similar motivating factors related to the THEME and RECIPIENT (pronominality, 

definiteness, length, etc.) (De Vaere 2023: 95). However, there is an important formal difference. 

The German alternants are “indirective constructions” (Malchukov, Haspelmath, & Comrie 2010): 

the German non-prepositional alternant is not a Double Object Construction (DOC) but an Indirect 

Object Construction (IOC), sharing its alignment pattern with the Prepositional Object Construction 

(POC).  

The three-layer analysis conceptualizes the German ditransitive construction as an overarching 

AGENT-THEME-GOAL (ATG) constructeme, with IOC and POC as two “allostructions”. A distributional 

analysis indicates that neither IOC nor POC are confined to a CAUSED POSSESSION and CAUSED MOTION 

meaning, respectively. The difference between IOC and POC involves polymorphy of the GOAL 

argument within the constructeme. A similar analysis applies to the English dative alternation, but in 

English the polymorphy of the GOAL argument coincides with two alternating word order patterns to 

a much larger extent than in a case language such as German. 
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Isomorphism and optionality at the level of clause-linking 
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The question whether the distinction between two alternative forms is semantically or 

sociolinguistically motivated can be tackled at all levels of the lexico-syntactic continuum, including 

clause-linking (complementation and adverbial subordination). 

 

In line with the principles of isomorphism and iconicity, Givon’s (1985) binding theory asserts that the 

degree of syntactic dependency between the main clause and the subordinate clause reflects the 

degree of semantic dependency between the processes encoded in the two clauses. This implies that 

the presence or absence of to after the verb help exhibits a semantic distinction (cf. e.g. Dixon 1991; 

Duffley 1992; Fischer 1995). 

 

(1a) I helped him ø eat.  

(1b) I helped him to eat. 

 

Researchers typically estimate that (1a) encodes a more manipulative, agentive and direct form of 

assistance on the part of the helper than (1b). 

 

In the same vein, Kortmann (1997) argues that polymorphemic subordinators are more likely than 

monomorphemic subordinators to express complex semantic relations. This suggests that as if and like 

are unlikely to be synonymous. 

 

(2a) You look like you have lost some weight. 

(2b) You look as if you have lost some weight. 

 

If one follows Kortmann, (2a) may convey an evidential/epistemic interpretation, while (2b) may imply 

that the proposition included in the subordinate clause is actually untrue, which is more cognitively 

complex than (2a) as it encodes a comparison with a fictitious reality (counterfactual interpretation). 

 

However, these two examples of semantic contrast are at odds with the well-known observations that 

the distinction between help ø and help to and between like and as if is largely due to diatopic and/or 

diaphasic variation (e.g. McEnery and Xiao 2005 on help ø/to; Bryant 1962, Whitman 1974 on like/as 

if).  

 

A corpus study, based on the Old Bailey Proceedings, the Times Digital Archives and the Corpus of 

Historical American English, shows that these two contradictory perspectives can be reconciled with 

the help of a diachronic approach, in line with De Smet (2019). Although the evolution of like and help 

ø are different, they show that sociolinguistic and semantic distinctions have both been operational, 

but at different periods in their histories. Semantic and sociolinguistic distinctions have been unstable 
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over time, because of a combination of factors including horror aequi, semantic persistence, functional 

reallocation, expressivity and the colloquialisation of English.  

 

It is hoped that these two case studies will show how semantic and sociolinguistic approaches to formal 

alternation can be reconciled when cognitive and social principles are combined with a diachronic 

dimension. 
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Uhrig (2015) claims that “[t]he principle of no synonymy is overrated.” While Leclercq & Morin (e.g. 

2023) disagree, I will attempt to defend that position and review the arguments in the light of recent 

updates both to the theoretical framework (e.g. Goldberg 2019) and to the body of literature 

discussing (near) synonymy, alternations, variation and optionality (e.g. Gardner et al. 2021, Laporte 

et al. 2021, Levshina & Lorenz 2022, Leclercq & Morin 2023). 

One particular aspect I would like to focus on is individual variation by the same speaker, as in 

examples (1) and (2) taken from Uhrig (2022): 

(1)  I don’t know if it’s … if you call that ideology [aɪ], I mean, for President Obama, you know, 

ending the Iraq war and bringing the soldiers home was something he campaigned on … so … it, 

it was more of a … you can call it ideology [ɪ], you can call it a policy priority. 

http://go.redhenlab.org/pgu/0139 

(2)  argument for Rick Perry, which is an interesting one, it's a compelling one, is that he has the 

right ideology [aɪ], and he has experience implementing that ideology [aɪ]. I would be willing to 

wager, and I think anyone could ... would agree that there are lots of people who have that same 

ideology [ɪ] and who have some level of experience doing that, and they may be Cambodian, 

they may be women, they may be LGBT, there are a range of folk who have that ideology [aɪ], if 

he... http://go.redhenlab.org/pgu/0140 

I would claim that in both cases it might not be straightforward to argue that for the pronunciation 

variants of ideology (with initial [aɪ] and with initial [ɪ]) speakers “flexibly use them as part of their 

dynamic construction of sociolinguistic identity” (Leclercq & Morin 2023: 10). Instead, I would prefer 

to maintain that there is free variation, leading to (obviously quite rare) pockets of synonymy, and 

that there is nothing wrong with permitting synonymy in a constructionist model of language. We 

might at the same time under- and overestimate speakers’ abilities if we claim that all variation is 

driven by semantic or pragmatic differences. 

A second point I would like to make is that even where it holds strictly speaking, the principle of no 

synonymy is overrated in relation to actual communicative events. One case in point is priming effects 

(see e.g. Hoey 2005), which can influence the choice between alternatives (such as for instance and 

for example) without a discernible difference in meaning. While all types of sociolinguistic factors 

have been mentioned as potentially part of the meaning in a wider sense, I would argue that priming 

cannot be sensibly construed as such. 
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One-to-one, many-to-many, tom[eɪ]to-tom[ɑː]to … 

On how cognitive linguistics and sociolinguistics 

are perhaps closer to each other than meets the 

eye 
 

The cognitive-functional ideal of a one-to-one correspondence between a form and a 

meaning, explicable through economy and communicative efficiency (Goldberg 2019; 

Levshina & Lorenz 2022), comes with the responsibility of having to identify potential 

meaning differences between competing alternatives at various levels, namely semantics, 

pragmatics, discourse-function, and social meaning (Leclercq & Morin 2023). By contrast, the 

variationist ideal of ordered heterogeneity, witnessed by the considerable amount of 

structured variance in actual language data, comes at the price of having to dismiss (subtle) 

meaning differences a priori in favor of a strong focus on self-proclaimed extra-linguistic 

factors like AGE, GENDER, or SOCIO-ECONOMIC STATUS to account for that variance (Labov 

1972, 2014; Tagliamonte 2012).  

The present study proposes that this divide might be less dramatic than it seems. For one 

thing, isomorphism requires pure token repetition, which is merely a theoretical concept. In 

actual language use, speakers are always confronted with variable perceptual input which 

they must abstract away from, even if it is seemingly the same utterance type (Ambridge & 

Lieven 2015; Schmid 2018). And if schematization is treated as a crucial, domain-general 

process, cognitive linguistics should embrace the idea of (admittedly very different degrees 

of) variation. This does not run counter to the pursuit of identifying meaning differences 

between competing variants, only that these differences are probabilistic rather than 

categorical (Daugs & Lorenz 2024). And for another thing, the “built-in probabilistic 

indexicality” of many utterances, which, among other things, reflects social contingency, must 

be the result of both their degree of conventionality as well as their degree of entrenchment 

(Schmid 2020: 23). Therefore, a speaker’s unique social identity, which essentially emerges 

from meaning associated with recurring situational contexts (Ellis 1996), will very much 

impact their linguistic choices in a probabilistic fashion and is thus best not located outside 

the linguistic system. This does not run counter to the idea of the ‘envelope of variation’, only 

that meaning differences are also a function of socio-cultural aspects that need to be 

accounted for.   

The testing ground for the claims above will be the case of intensifiers in US American 

English, specifically regionally stratified and socially indexed forms like hella and wicked and 

their competitors. Corpus and web-based data (e.g. COCA, NOW, TV Corpus, Twitter, 

Youglish) will be utilized to discuss how socio-pragmatic properties can be fruitfully integrated 

into cognitive-functional usage-based frameworks of language, most notably Schmid’s (2020) 

Entrenchment-and-Conventionalization Model, which unifies the communal and the individual 

side of the linguistic system. 
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Goldberg’s (1995) “Principle of No Synonymy”, reframed by Leclercq & Morin (2023) as the “Principle 
of No Equivalence”, posits that two constructions which differ in form must be semantically, 
pragmatically, and/or socially distinct. In this talk, we outline a usage-based perspective on three 
aspects of No Synonymy/No Equivalence (henceforth NS/NE) that have previously remained 
underexplored: (1) its causal origins, (2) its scope within a dynamic theory of meaning, and (3) its 
relation to optionality, i.e., the existence of ‘alternative ways of saying ‘the same’ thing’ (Labov 1972: 
188). 
Regarding the first aspect, NS/NE are fundamentally descriptive and synchronic principles, pertaining 
to language at the level of the linguistic community. In contrast, the causal mechanisms that give rise 
to NS/NE are inherently diachronic developments, connected to cognitive factors at the level of 
individual language users. If we conceive of language as a complex adaptive system (Beckner et al. 
2009), and if we accept the distributional hypothesis that the meaning of linguistic constructions is 
largely inferred from distributional cues, then it follows that, as no two items can have exactly the 
same distribution, they will develop semantic, pragmatic, or social differences.  
Concerning the second aspect, the degree to which NS/NE apply depends on the researcher’s view of 
how meaning is constructed in language (Cappelle 2024). Some versions of the isomorphic principle 
rest on a bilateral view of the linguistic sign (Saussure 1916), which also still influences the way we 
conceive of constructions in Construction Grammar as form-meaning pairs (Ungerer & Hartmann 
2023). However, there is a growing consensus that meaning-making is much more dynamic and 
interactional (e.g., Scott-Phillips 2015; Goldberg 2019; Schmid 2020). If we follow this approach 
faithfully, and if we take the above-mentioned distributional hypothesis seriously, then we can 
postulate an even broader Principle of NS/NE according to which not even the meaning of the same 
form is ever fully stable. 
Finally, we argue that isomorphism and optionality do not exclude each other but are rather closely 
connected. The general tendency of languages to avoid synonymy can have two complementary 
effects on linguistic innovation. On the one hand, it can lead to statistical preemption and the 
“blocking” of some theoretically possible forms (e.g., *stealer – thief; Boyd & Goldberg 2011). On the 
other hand, the very fact that these “blocked” forms seem unconventional can lead language users to 
use them for, e.g., stylistic or humorous purposes in the spirit of linguistic extravagance (Haspelmath 
1999). This can, at least temporarily, create the impression that multiple near-synonymous forms co-
exist and can be optionally substituted for each other. However, over time, comprehenders may 
ascribe distinct pragmatic meanings to these apparent near-synonyms, based on Grice’s (1975) maxim 
of Manner or Levinson’s M-Heuristic (“Marked message indicates marked situation”, Levinson 2000: 
136), thus yielding optionality between forms that are nevertheless not fully equivalent. 
In sum, we propose that a deeper understanding of NS/NE requires a stronger focus on the usage-
based mechanisms underlying these principles as well as their implications vis-à-vis recent nuanced 
views of form-meaning isomorphism. 
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FuncMonal and cogniMve linguists in parMcular tend to consider language variaMon (specifically: 
op#onality between different ways of saying the same thing) dysfuncMonal, abnormal, and 
inconvenient to language users, a theoreMcal stance that follows from adopMng the Principle of 
Isomorphism (Haiman 1980), the Principle of No Synonymy (Goldberg 1995) or the Principle of No 
Equivalence (Leclercq & Morin 2023). Parallel to these principles, there exists the idea that absolute 
complexity (i.e. the length of the grammaMcal descripMons of language) is proporMonal to relaMve 
complexity, i.e. processing and producMon difficulty (Miestamo 2008). Together, then, these two ideas 
assume that opMonality increases the relaMve complexity of language producMon. But is that actually 
so? 
 
In this contribuMon, we use a corpus-based psycholinguisMcs research design with a variaMonist twist 
and analyze SWITCHBOARD, a corpus of conversaMonal spoken American English. We ask if and how 
grammaMcal opMonality correlates with two symptoms of producMon difficulty, namely filled pauses 
(um and uh) and unfilled pauses (speech planning Mme), building on a pilot study (Gardner et al. 2021). 
The invesMgated opMonality contexts consist of 20 well-known types, ranging from the daMve 
alternaMon (Bresnan et al. 2007), over -body/-one suffixaMon (D’Arcy et al. 2013), to gerund/infiniMve 
clause complementaMon (Deshors & Gries 2016).  
 
We further include three factors that may influence producMon difficulty: the number of variants at 
play in an opMonality context, the constraints that govern choosing, and the probabilisMc cueing of a 
choice (how much does the context predict variant choice?). Mixed-effects regression modeling shows 
that, overall, opMonality contexts do not make speech producMon more dysfluent, regardless of how 
cued opMonality contexts are, how many constraints are in operaMon, or how many variants there are 
to choose from.  
 
The results thus call into quesMon old dogmas like the Principle of Isomorphism. We instead propose 
an alternaMve—the Principle of OpMonality (“Languages and language users favor the availability of 
different ways of saying the same thing”), a principle that can in fact be moMvated by the exisMng 
literature. 
 
Funding 
The C1 project C14/22/045 “RelaMvely complex or relaMvely simple? Toward new ways of analyzing 
language variaMon” Is gratefully acknowledged. 
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Focus marking strategies in Gawarba3 (Indo-Aryan) 
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Previous studies of focus in Indo-Aryan languages have dealt with the marking of focus by prosody, 
see, e.g., Féry et al. (2016), Urooj et al. (2019), Kügler (2020) on Hindi/Urdu, Hayes & Lahiri (1991) on 
Bengali. PaDl et al. (2008) and Jabeen (2019, 2022, among others) have further examined the ways in 
which focus in Hindi/Urdu is marked by prosody and manipulaDon of word order, i.e., placing the focus 
consDtuent in the immediately preverbal posiDon (as earlier claimed in BuV & King 1996). 

This paper contributes to the discussion of focus marking in Indo-Aryan by describing narrow focus 
marking strategies and their interplay in GawarbaD, an underdocumented Indo-Aryan language spoken 
in the Hindukush region. Our preliminary results show that the marking of focus by pitch peaks, pitch 
compression and word order in GawarbaD form a complicated trade-off. Furthermore, we see that 
these parDcular focus marking strategies are Dghtly integrated into more general informaDon-
structural paVerns observed in the natural language data. This study is based on a corpus of 
spontaneous conversaDons recorded in the speaker community in 2021-2024. 

For the pilot study, we analyzed examples of focus in the sense of Kri]a (2008) as manifested in 
wh-quesDons and answers to wh-quesDons in a corpus fragment.  As expected from the previous 
experiment-based literature (Jabeen 2019), we found cases where the focused word has a F0-peak 
with a falling contour, and the focus consDtuent is located right before the verb, which is o_en its in-
situ posiDon, cf. the focus consDtuent kata taːdaːd in (1). 
 

(1)  
 ʥa-a biten kilaːs for-an-i kata taːdaːd tʰini 
 say-IMP.SG please class fourth-GEN-F how.many amount be.PRS.3F.SG 
 ‘tell (me) please, how many (students) are there in the fourth class?’ 
 
Importantly, however, in many (if not most) examples, contexts with narrow focus also include 
topicalizaDon or frame-sedng. For example, in (2)-(3) the source argument kinen-a/lawans-an-a 
[where.GEN-M/Drosh-GEN-M] is the focus of the sentence, while the direct object saudaː [goods-OBL] is 
le_-dislocated and, apparently, topicalized. In such cases, the le_-dislocated topicalized consDtuent 
bears the highest F0-peak (with a rising contour), while the focus consDtuent gets a lower F0 with a 
falling pitch contour. 
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(2)  
 au sauda-a mauda-a kinen-a aːn-imaːniu 
 and goods-OBL RED-OBL where.GEN-M bring-PRS.2PL 
 ‘and where do you bring the stuff from?’ 
 

(3)  
 sauda-a ama lawans-an-a aːn-imek nori 
 goods-OBL we Drosh-GEN-M bring-PRS.1PL now 
 ‘We bring the stuff from Drosh now.’ 
 
Presumably, the focus consDtuent in examples like (2)-(3) is sDll perceived as focused because of other 
focus marking strategies. First, it appears in the preverbal posiDon (although it can be argued that this 
is merely a consequence of the displacement of the direct object, which normally precedes the verb). 
Second, at least in (3), the source argument is followed by the post-focal pitch compression that has 
been claimed to indicate focus in Hindi (Kügler 2020). 

In the talk, we will present a comprehensive corpus-driven account of narrow focus contexts in 
GawarbaD, in the spirit of recent boVom-up approaches to informaDon structure such as MaDć & 
Wedgwood (2013) and Ozerov (2018, 2021). 
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Background A focused constituent gives rise to alternative denotations relevant in the current 

discourse; what is not focused is called the background (Rooth 1992, Krifka 2008). Two prominent uses 

of focus are in answers to wh-questions (answerhood f.) and in corrections of contextually salient 

utterances (corrective f.); these uses have been observed to be realized by different prosody (Zybatow 

& Mehlhorn 2000 for Russian; Katz & Selkirk 2011 for English). Focus encoding in Czech, a language 

with very flexible word order (Siewierska & Uhlířová 1998), has traditionally been looked at from a 

syntactic perspective. Focus has been observed to be realized towards the end of an utterance 

(Mathesius 1939, Sgall et al. 1980 and Firbas 1992). That focus is (also) encoded prosodically is well-

known (Daneš 1957, Šimík & Wierzba 2017, Hamlaoui et al. 2018 and Šimík 2024), but a deeper 

understanding of how focus and information structure affect prosody in this strongly discourse-

configurational language, is still missing.  

Experiment We ran a production experiment where participants read aloud responses to prerecorded 

contexts. We manipulated (i) info status of the utterance (focus vs. background), (ii) focus position (final 

vs. non-final), (iii) focus use (answerhood vs. corrective), all within subjects & items, and (iv) syntactic 

function of the focused element (within subjects, but between items). We constructed 36 items and 

mixed them with 44 fillers. The stimuli were distributed on lists using Latin Square and the order of 

presentation was pseudo-randomized. 68 participants took part in the study (49f, 19m). We measured 

F0 and intensity of the constituents.  

We fitted two linear mixed-effects models to analyze mean F0 and intensity median, using info status, 

focus position, and their interaction as fixed effects; and random intercepts and slopes for participants, 

along with random intercepts and interaction slopes for items as random effects. Focus in its default 

utterance-final position is not prosodically prominent relative to its background. Focus is prominent 

when occurring in a non-final position, followed by its (contextually given) background (interaction of 

info status and focus position; 𝑝 < .001 for F0 and intensity; see Figs. 1, 2, 5 & 6). The crossed interaction 

is due to two opposing simple effects: boosted and reduced prominence in focus and background, 

respectively, implying that a combination of focus prosodic prominence and givenness deaccentuation 

is at play in these structures, supporting the crucial role of relative prominence (Féry & Samek-Lodovici 

2006 and Groeben et al. 2017). We fitted two other LMMs to predict mean F0 and intensity median, 

with focus type, focus position, and their interaction as fixed effects, and random intercepts for 

participants and items. There was no difference in answerhood vs. corrective focus encoding (no effect 

of focus type; 𝑝 = 0.764 for F0, 𝑝 = 0.237 for intensity). This did not change with word order (no 

interaction between focus type and focus position; 𝑝 = 0.18 for F0 and 𝑝 = 0.827 for intensity; see Figs. 

3 & 4). We thus see that Czech speakers are sensitive to focus-as-alternatives (Rooth 1992), but fail to 

encode different focus uses.  

Conclusion Czech possesses the capacity to encode focus (and givenness) prosodically, by modulating 

F0 and intensity, but systematically utilizes this option only for non-final foci. If final, focus remains 

prosodically non-prominent relative to its given background. 
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This talk investigates asymmetries in grammatical marking of narrow focus and content 
interrogatives that are conditioned by the syntactic function of the narrowly focal or the 
interrogative phrase. The goals are twofold: 1) to provide a cross-linguistic view of the 
asymmetries, and 2) to bring forth an empirical argument to the discussion whether content 
interrogatives are a type of focus constructions by comparing the two construction types. 

The study assumes a non-derivational view of syntax and adopts Lambrecht’s (1994: 213) 
definition of focus as the non-presupposed semantic component of a proposition expressed by 
a clause. 

Zimmermann (2011: 1203) and Velleman (2014: 186–188) have discussed asymmetries in 
obligatoriness of focus marking in a cross-linguistic perspective. Zimmermann hypothesises that 
such asymmetries commonly feature obligatory marking of narrow subject focus. 

This investigation aims to shed light on asymmetries in grammatical focus marking based on a 
dataset spanning 55 languages from 22 families and five continents. The research questions are: 
1) what kinds of asymmetries are attested, 2) which syntactic functions tend to trigger special 
treatment cross-linguistically, 3) whether asymmetries tend to involve both declarative narrow 
focus constructions and content interrogatives. Zimmermann’s and Velleman’s claims motivate 
the hypothesis that it is the grammatical relation associated with the most actor-like argument 
that is singled out for obligatory or additional marking. Furthermore, the assumption that content 
interrogatives are a type of focus construction (cf. Horvath 1986: 118–122; Lambrecht 1994: 282–
286; Croft 2022: 375) bears out the hypothesis that asymmetries should involve both declarative 
focus and content interrogative constructions. Prosody is not considered. 

In addition to splits in obligatoriness of marking, the data attest to two kinds of asymmetries: 
certain syntactic functions triggering additional marking, and distinct constructions used for 
different syntactic functions. Splits in obligatoriness of marking for narrow focus in declaratives 
are found in K’iche’ and colloquial French, where only the most actor-like grammatical relation is 
obligatorily marked. Content interrogatives feature a split in obligatoriness of marking in Min Bei 
Chinese and Central Khmer, where only ‘why’ interrogative phrases must be marked. Six 
languages in the sample feature a special verb form in clauses where either the narrowly focal or 
the interrogative phrase is of a certain syntactic function. This function is the most actor-like 
relation in four languages: K’iche’, Yucatec Mayan, Benchnon and Somali. On the other hand, it is 
the object in Amharic and adjuncts in Oluta Popoluca. Finally, Huehuetla Tepehua and Semelai 
use one construction to mark subject and certain adjunct interrogative phrases and another 
construction to mark object and other adjunct interrogative phrases. 
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In conclusion, the data show that the relation associated with the most actor-like argument 
triggering obligatory or additional marking is a frequent but not universal pattern. Furthermore, 
the assumption that content interrogatives are categorically a type of focus construction is not 
supported by the non-correspondences between these two construction types in obligatoriness 
splits and asymmetries involving different constructions for different syntactic functions. 
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Contrast and focus sub-types across European languages: an experimental study  

The relationship between focus and contrast has emerged as a key topic in studies on information 
structure. Building on the framework of Alternative Semantics [1], many scholars argue that 
contrast should not be treated as a distinct notion from focus, but as an inherent aspect of it, 
manifesting in various intensities. Under this perspective, contrast is not either absent or present 
(and focus either neutral or contrastive), but rather develops along a continuum, resulting in focus 
sub-types marked through distinct linguistic configurations [2, 3, 4, 5, 6]. 

This hypothesis has been tested in several languages, with a noteworthy argument presented 
by [7]. The study suggests that in languages such as Italian and French, which use both syntax 
and prosody to encode information structure, it is the additive combination of these two 
strategies that establishes the continuum of contrast. 

The present study aims to extend this hypothesis by examining focus-marking strategies in 
German and Russian. Although focus in these languages has been largely studied [8, 3, 9, 10, 13, 
14], the novelty of our analysis lies in the use of the same protocol employed in [7], ensuring full 
comparability of the results. 

In addition to the existing corpus of 35 Italian and French speakers from [7], data were 
collected from 5 speakers of German and 10 speakers of Russian. Using a task adapted from 
[11], participants produced six target utterances, in which focused subjects represent three levels of 
contrastiveness: broad focus, identification focus, and correction focus. 

The data are being evaluated with a two-factor linear regression model. Preliminary findings 
show that the four languages studied exhibit differences in how linguistic markers are mapped 
onto specific focus subtypes. In Italian, prosody primarily signals identification, with syntax (clefts) 
added specifically to mark correction. In French, clefts serve as the primary marker for 
identification, with prosody layered on top in corrective utterances. In Russian, word order (e.g., 
focus fronting, postverbal subject) is the main strategy, with prosody added on canonical word 
orders to indicate correction. In German, focus is mainly delivered by prosody, through phonetic 
cues such as f0, intensity and glottalization; the differentiation between identification and 
correction is achieved by a specific modulation of pre-nuclear and nuclear prominences [12]. 

These results highlight two key aspects: first, they confirm that focus and contrast, along with 
focus subtypes created by their interaction, are signalled through distinct combinations of 
linguistic markers. Second, they reinforce the concept of a continuum of contrast, rather than 
pointing to a binary distinction between contrastive and non-contrastive foci. As stated in [2], “the 
greater the contrast, the greater the potential,” and, as our findings suggest, the more linguistic 
means are employed to mark it. Crucially, Italian, French, German, and Russian demonstrate 
varying patterns of either additivity or trade-off between prosody, word order, and syntax, all of 
which, in some way, fit into this model. Our findings also underscore the need for future 
research to apply a repeatable and replicable methodology across a broader range of languages, 
fostering robust cross-linguistic comparisons. 
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Among the main domains identified in information structure analysis, focus is one of the most 

widespread and relevant, as it refers to the expression of new information and is generally assumed to 

designate the element of the clause conveying the most prominent information (Matić 2015). 

As is commonly known from the study of individual languages, a variety of specialized grammatical and 

lexical means signal focus, linking information-structural encoding with various formal features of 

language. Strategies associated with focus are, for example, prosody as in English, syntactic constructions 

like clefts as in French, word order variations as we find in Hungarian (Miller 2006), and morphemes such 

as the agreement suffix -mələ in Yukaghir (Matić 2015). The formal expression of focus thus relies on the 

use of available grammatical means. 

Aiming to a sample of up to 25 languages belonging to 13 language families, we aim to present data on 

how information structure is conveyed across these languages, and, more specifically, which grammatical 

features are involved in the domain of focus. This typological study provides an overview of how 

strategies as well as categories related to information structure are expressed cross-linguistically, 

enabling a deeper analysis of the lexical and grammatical means involved in the domain of focus. Our 

study pays special attention to the polyfunctionality attested among focus-related markers, such as Hindi 

particles bhi and hi, which are generally used for emphasis in addition to marking focus on preceding 

constituents (Butt 2014, Choudury 2015), and Māori particle ko, which serves a range of functions, 

including topic as well as focus marking (Calhoun et al. 2016). 

Our data is closely tied to the development of a new cross-linguistic database, the Catalogue of 

Information Structure in the World’s Languages, which contains extensive information on 

information-packaging devices across the languages of our sample. The Catalogue is a literature-based 

collection of sources on individual languages, and it is meant to provide researchers with detailed 

information regarding the grammatical means used to encode the main domains identified in 

information structure analysis: focus, topic, givenness (as in Krifka & Musan 2012) and word order 

variation. The development of this tool is of broad interest due to its accessibility through a web 

application and capacity for real-time updates. 

In light of the recent discussions regarding the notion of focus as a cross-linguistic valid category (Matić 

and Wedgwood 2013) and alternative proposals for a ‘bottom-up study of Information Structure’ 

(Ozerov 2021), our study contributes to the field and has the potential to shed new light on this research 

domain from a cross-linguistic perspective. 
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Focus on Topics   

Ekkehard Koenig & Letizia Vezzosi  

(FU Berlin & Universität Freiburg) (Università di Firenze) 
 

Keywords: (multiple) focus, focus markers, contrastive topics, intensifiers, Germanic languages 

Our point of departure are sentences like (1-4) found in Germanic languages. 

Apart from matters of style and register, the sentence pairs in these examples are equivalent and have 

the following properties (cf. Jacobs, 1996; Koenig & Siemund, 1999): 

- They both involve double focusing characterized by a fall-rise (tone) on the topic (indicated by ) and 

a falling tone (\) on the second focalized expression.  

- The scope of the two focalized expressions is the reverse of that indicated by the linear order. The 

scope of the negation includes the rest of the sentence. 

- In both the (a) and (b) members of these sentence pairs a person A is opposed to an alternative B 

(such that B is a function of A, e.g. A. Per vs. B. Per’s wife in (3)).   

- The two members of each pair differ formally in so far, as in (a) only the emphatic marker 

(‘intensifier’, ‘emphatic’) occurs in first position. 

-   Data of type (a) seem to be a specific feature of Germanic languages, but are also found in French, 

whereas constructions of type (b) are found in a wide variety of European languages 

 

On the basis of relevant previous work, we will try to answer the question whether the so-called 
‘intensifiers’ (‘emphatics’), i. e. expressions like Germ. selbst, Engl. X—self, It. stesso, Sp. mismo, which 
are generally assigned to a class of their own (cf. 5), can be subsumed under the more general class of 
focus markers, analogously to the expressions discussed in Koenig 1991), Siemund 2000 and Koenig & 
Gast 2006.  
The following observations support such an analysis: 
- the so-called ‘intensifiers’ occur as topics in sentences with double focusing ((1-4).  
- the relevant focalized expression ((1)a-(4)a) and the post-posed one ((1)b-(4)b) evoke alternatives to 

the denotation of the focus associate, just like their unaccented prenominal counterparts (Germ. 
selbst, Swed. själv, Fr. lui-même vs. même). The alternatives in question, however, are functions of 
the value given (6). 

- In languages which combine reflexive pronouns with ‘intensifiers’ the alternatives evoked are more 
likely and potential, rather than real values (7). 

- In adverbial positions, the relevant expressions may take wide scope and narrow scope over a 
negation, just like auch ‘also’), and nur (‘only’) (8). 

- The so-called ‘emphatics’ allow multiple occurrences, unlike adverbs, but like focus markers (9).  
- Just like focus markers, ‘intensifiers’ can also be used as topic markers (1-4). 
- Both focus markers and the so-called ‘intensifiers’ may manifest sortal restrictions in combining 

with associates: le president lui-même vs. aujourd’hui même; *Selbst ist das Buch nicht interessant.  
 

A successful attempt to subsume intensifiers under a more comprehensive category allows us to 
provide more general and precise characterization of function words typically assigned to the ‘dustbin’ 
category adverb. Moreover, we will show that it allows us to raise new questions and provide new 
answers.  
 
Examples 

(1) a. Engl. a. (My wife thinks we can go ahead) Myself, I am \not in favor of the project b. I myself am 

not in favor of the project. 

(2) Germ. (Mein Bruder wird Dir helfen.) a. Selbst habe ich \keine Zeit. b. Ich /selbst habe \keine Zeit. 

‘My brother will help you. I have not got the time myself’. 
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(3) Swed. (Pers fru bor i Stockholm). a. Själv bor Per \inte i Stockholm. b. Per /själv bor \inte i 
Stockholm. ’Peters wife lives in Stockholm. Peter himself does not live in Stockholm.’ 

(4) Fr. (a) Lui-même, Paul n’habite pas à Paris. (b) Paul lui-même n’habite pas á Paris. 

(5) a. German: selbst, eigen, leibhaftig, persönlich, höchstpersönlich, von selbst, von sich aus, an sich, 
höchstselbst, allein, etc.  
      b. Italian: stesso, in persona, proprio, personalmente, da sè, da solo, di suo 
(6) a. Paul’s father speaks English and French. Paul himself does not speak any foreign language.  
      b. ?? The president of Albania also speaks Italian and English. Paul himself does not speak any 

foreign language. 
(7) Man muss diesen Politiker vor sich SELBST schützen. 
      ‚This politician needs to be protected against himself.’ 
(8) a. Karl hat sein Auto nicht selbst gewaschen. ‚K. has not washed his car himself.’ 
      b. Wie kann Karl sich über andere beklagen, wenn er Normen selbst nicht beachtet. 
          ‚How can K. complain about others, if he does not respect norms himself.’ 
(9) John himself admires Mary herself, (rather than her husband). Only Trump admires only Trump. 
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Clause-medial focus marking – the perspective from West-African 
languages 

 
In this talk, we discuss clause-medial focus marking in different West-African 
languages from the Mabia and Chadic families. In these languages, focus is marked by 
morphological particles, which mark fronted foci (Mabia and Chadic) and in situ foci 
(Mabia). We are pursuing two main goals, to (i) develop a typology for the different 
morphological focus marking strategies; (ii) show that morphological focus marking 
leads to massive ambiguity. 
 
Focus marking in many European languages mainly relies on prosody, i.e. the nuclear 
pitch accent of the clause being placed on the focused constituent. In addition to this, 
a dedicated syntactic position can be used as well, especially for contrastive or mirative 
focus types (Cruschina 2012), which is mainly left peripheral (Italian, English) or 
sentence final (Spanish, Italian).  
 
The West-African languages under consideration in this talk do not employ phonology 
for focus marking, mainly because they are tone languages, but rely on other means, 
focus marking by morphological particles, which occur ex-situ as well as typologically 
exceptionally in-situ, cf. (1) from Dagbani (Mabia) (Olawsky 1999, Issah 2020). 

 
(1)  a. Noo ka Adam kɔrigi.   b. Adam kɔrigi     la   noo. 
   fowl FOC Adam slaughter   Adam slaughther  FOC  fowl 
   ‘Adam slaughtered a FOWL.’   ‘Adam slaughtered a FOWL.’ 
 
In the talk, we will discuss two classes of languages employing morphological focus 
markers. On the one hand, there are languages in which the marker attaches to the 
focused constituent itself (Type 1), (2). On the other hand, we also find languages in 
which the focus marker occurs in a fixed low position in the clause, following the verb 
(Type 2). This gives rise to the patterns in (3). 
 
(2) a. subject Tns V-Asp [object-1FOC FM] object-2   
  b. subject Tns V-Asp object-1 [object-2FOC FM]     
 
(3) a. subject Tns V-Asp FM object-1FOC object-2 

b. subject Tns V-Asp FM object-1 object-2FOC 
 
In both types of morphological focus marking languages, it seems to be the case that 
focus marking is subject to relatively strict constraints, as the focus marker, even in 
Type 1 languages, like Dagbani in (1b), must be on the main clausal projection line. 
Thus, direct marking of, for example, possessors or adjectives, is simply impossible. 
This restriction, as well as the fixed position of the marker in Type 2 languages, leads 
to massive focus ambiguity, as the same position of the focus marker is compatible with 
very different focus interpretations (e.g. focus on possessor, possessum, NP or VP), see 
(4) from Likpakpaanl (Mabia) (Acheampong 2024), a type 2 language, illustrating the 
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possessor / possessum ambiguity. Note that (4) is also compatible with a VP-focus 
interpretation. 
 
(4) Mari nan  kɔr   Piita  aa-kɔla  la. 
  Mari PST  slaughter Peter  POSS-fowl  FOC 
  a. ‘Mary slaughtered PETER’S fowl.’ 
  b. ‘Mary slaugthered Peter’s FOWL.’  
 
Such cases of focus ambiguity highlight the importance of context and pragmatic 
reasoning for focus interpretation in the West-African languages. 
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From syntax to focus and focus to syntax? 
 

Marianne Mithun 
(University of California, Santa Barbara) 

 
Keywords: clefts, contrast, diachrony, focus, prosody 
 
As is well known, focus constructions are marked formally in various ways: prosodically, 
morphologically, and/or syntactically. Their functions have also been classified in various ways, i.e. in 
terms of scope (narrow/broad), alternatives (information focus/contrastive focus) and more (Lambrecht 
1994, Krifke 2007, Büring 2010, Zimmermann & Onea 2011, Güldemann et al. 2015, van der Wal 2016, 
Zimmermann 2016, Aissen 2023). But formal devices marking focus sometimes serve other functions as 
well. The lack of strict form-function isomorphism has raised questions about the categoriality of the 
notion itself. Some of the apparent fuzziness might make sense if we can uncover trajectories of 
development linking the various functions. 
 This possibility is explored here with examples from Mohawk, a North American Iroquoian language. 
Here focus is marked prosodically, morphologically, and syntactically. The basic focus construction 
consists of an intonation unit beginning with a pitch reset and coherent descending pitch contour, with 
the focused constituent in initial position at the pitch peak, typically with extra-high pitch. Contrastive 
focus is marked with a particle after the initial focused constituent. 
 Developmental trajectories can be discerned for both constructions. There are no philological 
records sufficiently deep to document stages of development, nor does comparison of related languages 
allow reconstruction by the comparative method, since the same constructions occur in all of them. But 
internal reconstruction provides clues. The contrastive focus construction apparently developed from a 
bi-clausal cleft construction; the modern particle originated as anaphoric demonstrative plus copula né: 
‘that’ + ’e is’. This particle now also marks contrast on its own. The basic focus construction has 
developed further into basic syntactic structure. Constituents are now ordered in descending order of 
importance to the message at that point rather than their syntactic role. The modern verb morphology 
apparently originated in basic SOV clause structure. When unstressed pronouns fused with following 
verbs as prefixes, the pragmatic force of earlier weaker focus constructions, presumably with less 
prosodic prominence, began to fade. Non-focal elements no longer need be presupposed: they are 
simply relatively backgrounded. 
 Ultimately, the apparent lack of sharp categoriality can be less surprising with the recognition that 
languages are constantly evolving. 
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Particle positions and focus effects: An Edoid case  
 

Ronald P. Schaefer & Francis O. Egbokhare 
Southern Illinois University Edwardsville & University of Ibadan 

 
Keywords: secondary auxiliary focus, paired focus particles, postposed and preposed focus particles, 

multi-element focus, Emai, Edoid  

 

Focus effects continue to garner attention (Zimmermann and Féry 2010, Féry and Ishihara 2016, Assmann 

et al. 2023) despite reservations by some about the viability of focus as a definable linguistic category 

(Matić and Wedgwood 2013). Cross-linguistically, focus effects can be signaled prosodically, 

morphologically, and/or syntactically. We assess a sample of focus effects in Emai, an under-analyzed 

member of West Africa’s Edoid group. Its unmarked default focus is shown by the question-answer pair 

below, with VP elements equivalent to ‘sell yam’ in focus.  

 

 é↓mé  ójé     ↓ú-ì?            ɔ ́      ↓shɛ́n      émà. 

 what  Oje:DST  PST:do-PFV        3SG:DST  PST:sell:PFV yam  

 ‘WHAT did Oje do?’              ‘He SOLD YAM.’ 

 

In addition to unmarked default focus, Emai has focus particles that postpose, prepose, or both. Some 

particles also distinguish polarity. Under narrow contrastive focus, particle lì/nì (affirmative) or kì 

(negative) postpose to a clausal constituent that is fronted (émà lí ójé lɔ ́shɛ̀n ákhɔ̀ [yam PF Oje:DST FUT 

sell:PFV tomorrow] ‘It is YAM that Oje will sell tomorrow’). The CV particle in such constructions 

prosodically phrases with not-in-focus elements, since vowel (ì) elides and the consonant cliticizes to 

clausal subject (i.e. ójé). Under broad focus, a particle preposes to an entire clause, e.g. affirmative é↓rí 

and negative kí, as in kí ójé ↓fí ɔĺí ókpósó úkpóràn ò [ SN Oje:DST PST:hit:PFV ART woman stick INT] ‘It 

isn’t that OJE HIT THE WOMAN WITH A STICK, you know.’ With the entire clause in focus no particle 

prosodic phrasing occurs.  

 

Polarity and the broad/narrow distinction aside, Emai secondary auxiliaries (SAs) mark focus with identical 

twin particles, either additive phasal aspect gbò ‘also, too’ or distal manner demonstrative ì↓yɔ ́‘like that.’ 

Each particle pair occurs as preposed and postposed to a focused SA, e.g.  dégbè ‘carefully’ in ójé ↓gbó 

dégbè gbó é ɔĺí émàè [Oje:DST PST:ADD carefully ADD eat ART food] ‘Oje REALLY CAREFULLY ate the food’ 

or dóbɔ ́ɔì́ subject reflexive ‘by himself’ in ójé í↓yɔ ́dóbɔ ́ɔì́ í↓yɔ ́híán ɔĺí óràn [Oje:DST PST.DMD SREFL 3SG 

DMD cut the wood] ‘Oje ALL BY HIMSELF cut the wood.’ Particle pairs in these constructions do not 

prosodically phrase with a following element; their vowels do not elide.  

 

Corresponding SA constructions without a particle pair mark do not engage focus. Their clause exhibits 

only default focus, as with dégbè (ójé ↓dégbè é ɔĺí émàè [Oje:DST PST:carefully eat ART food] ‘Oje carefully 

ATE THE FOOD’) and dóbɔ ́ɔì́ (ójé ↓dóbɔ ́ɔì́ híán ɔĺí óràn [Oje:DST PST.SREFL 3SG cut the wood] ‘Oje himself 

CUT THE WOOD’).  
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A SA sequence can also manifest an extended or multi-element focus via multiple particle pairs where at 

least one particle is shared: ójé ↓zá ì↓yɔ ́gbó dégbè gbó dóbɔ́ ɔì́ gbó é ɔĺí émàè [Oje:DST PST:RES DMD ADD 

carefully ADD SREFL 3SG ADD eat ART food] ‘As a result Oje that way REALLY CAREFULLY ALL BY HIMSELF 

ate the food.’ We note in conclusion that Emai primary auxiliary forms that convey TAMP do not accept 

focus particles, thereby contrasting with focus effects of auxiliary TAMP forms in other Benue-Congo 

languages (Hyman and Watters 1984, Hyman and Polinsky 2010, Downing and Hyman 2016). 
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Pragmatics of ta:n Focus Particle in Tamil

Rajamathangi Shanmugasundaram
(University of Lausanne)

Keywords: Focus, discourse particle, common ground, reactivation, ellipsis.
This study analyzes the particle ta:n in Tamil, a Dravidian language, focusing specifically on its pragmatic

role as a discourse particle. The particle ta:n serves multiple functions in Tamil, many closely related to
the grammatical expression of focus. Murugaiyan (2009) provides a detailed discussion on its origin and
function as a focus marker in different contexts, while Veluppillai (1981) identifies its use as an emphatic
clitic in cleft constructions.

I illustrate the role of ta:n in fragment stripping (an elliptical phenomenon), as shown in (1), where
it emphasizes previously mentioned entities and reactivates them in the common ground (CG). In such
elliptical constructions (the utterance uttered by another speaker), the subject of the fragment obligatorily
takes the additive marker ‐um and the focus particle ta:n.

(1) a. [Speaker A]: ɟɔ:n
John[3SGM.NOM]

[sku:l‐kku
school‐DAT

po:‐n‐a:n].
go‐PST‐3SGM

John went to school.’
b. [Speaker B]: me:rij‐um

Mary[3SGF.NOM]‐ADD
ta:n
TA:N

[e]
EP

Mary, too.’

In my understanding, ta:n is related to the emphasis effect observed by Sperber and Wilson (1996), who
analyze repetition in discourse as creating emphasis. Similarly, Jackson (2016) discusses how repetition
by the same speaker reinforces the truth of a proposition. While repetition in yes/no question–answer
contexts is often analyzed as polarity focus (Goodhue 2018, Wilder 2013), I argue that ta:n cannot be solely
analyzed as polarity focus because its use in dialogue not only emphasizes the truth of a proposition but
also reactivates a referent in the common ground (CG), signaling its relevance in the current discourse.

This pragmatic use of ta:n observed in non‐elliptical contexts, its presence is optional but impactful.
Consider the examples in (2): in (2‐a), ta:n reactivates an assurance made by the speaker, adding a “don’t
worry” flavor. Without ta:n, as in (2‐b), the assurance is not as emphatic.

(2) Context: Somu had a maths examination today. He finds mathematics difficult, but he has worked
very hard to secure a pass mark. In the course of a discussion about his performance, his father says
as in (2‐a), for which his mother reassures the other that he would do well, uttering (2‐b).

a. aʋan
3SGM.NOM

exam
exam

epadi
how

paɳɳi
do

iru‐pp‐a:n‐o.
be‐WILL‐3SGM‐DISJ

‘How he would have done the exam!’
b. aʋan

3SGM.NOM
nalla
good

ta:n
TA:N

paɳɳi
do

iru‐pp‐a:n.
be‐WILL‐3SGM‐COMP

1
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‘He would have done good for sure (don’t worry).’
c. aʋan

3SGM.NOM
nalla
good

paɳɳi
do

iru‐pp‐a:n.
be‐WILL‐3SGM‐COMP

‘He would have done good.’

I compare this role of ta:n to the German discourse particle doch, which reactivates facts already part of
the CG but potentially forgotten or doubted by the listener (Zymla et al. 2015). However, unlike doch,
which has been argued to be a modal particle, ta:n is emphatic in nature and historically derived from a
reflexive/anaphoric marker widely attested across Dravidian languages.

According to Zimmermann (2011), doch signals that the speaker assumes the proposition p to be inac‐
tive in the current discourse because the addressee may have forgotten or doubted it. Similarly, in Tamil,
ta:n in fragment stripping highlights entities introduced by one speaker and reactivated by another.

This distributional and pragmatic behavior of ta:n supports its analysis as a discourse particle consistent
with its role inmarking contrastive and reactivated focus. To address its syntactic status, I follow Rizzi (1997)
in assuming that ta:n is merged in Foc0, within the left periphery of the clause.
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Fare+Che+Infinitives in Turinese Italian: Focus-Sensitivity and Information Structure 

Tommaso Sgrizzi 

(IUSS Pavia) 

KEYWORDS: low-vp, infinitives, focus, turinese Italian, cartography 

The "fare+che+infinitive" (FCI) construction is a syntactically intriguing and pragmatically rich structure 

found in Turinese Italian. 

(1) Se vai          al         supermercato   fai          che    comprare   i     pomodori. 
If  go.2SG   to-the   supermarket     do.2SG   that   buy.inf      the   tomatoes. 
“If you go to the supermarket, buy the tomatoes.” 

(1) is used when the subject can perform an action that would otherwise be postponed or is unnecessary 

at that moment. The combination of the complementizer "che" (that) and an infinitive verb raises crucial 

questions about how an infinitive can be licensed by a finite complementizer (Satik, 2022). 

Different structural tests (e.g., availability of low topicalization and focalization; interaction with negation, 

tense, and modality) show conflicting results wrt a biclausal or monoclausal analysis. The FCI is not 

compatible with stative verbs; it resists clitic climbing, but allows other transparency effects (e.g., wrt 

tense and mood); and the whole FCI constitutes a unique binding domain.  

Here we set aside the nature of che (we propose that it realizes a high functional head within the low-vP 

periphery,  following Belletti, 2004 – mediating the requirements of the causative verb fare regarding the 

eventuality type of the embedded dynamic VP, much like the high Force head expresses clausal type, see 

Rizzi, 1997). To account for the context in which the FCI is typically uttered, we argue that the entire TP 

is focalized (main clause-focus) in line with (Greco, 2019). This yields the interpretation in (2), where 

other commonly performed alternatives are negated. Notice the incompatibility of the FCI in unmarked 

contexts (3). 

(2) Visto che mi sono svegliato presto, [FocP [TP ho fatto che fare una corsa] Foc° [… [TP … 

Since I got up early, [I went for a run]Foc  ¬(Having breakfast, Showering, etc..) 

(3) *Ogni giorno [faccio                   che andare   a lavoro alle 8]. 

*Every day       [do.1ST
SING.PRES    that go.INF  to work at 8] 

As predicted by our hypothesis, main clause focalization in the left periphery is not permitted, since the 

relevant structural position is already occupied by the TP.  

(4) *Visto che avevo tempo, [IL LATTE]Foc ho                fatto         che   prendere     (non il vino) 

*Since I had time      [MILK]Foc      have.1ST.SG   do.PSTPRT that  buy.INF      (not wine) 

The incompatibility of the FCI with negation naturally follows by our analysis, as the TP is internally 

merged into a position higher than that of negation (Foc). 

(5) Visto che sono di buon umore, (*non) faccio                 che (non) rimproverare nessuno. 

Since I am in a good mood              (*not)  do.1ST.SING.PRES that (not) scold.INF       nobody 

In (5) we see that negation is licensed only within the focalized TP, as the higher negation before fare is 

not able to license the NPI nessuno. Other aspects will be addressed, such as the role of the embedded 

subject and the theory of control, passivization, and the comparison with the structure in (6), present in 

Standard Italian but showing several differences with the FCI, although the apparent similarities. 
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(6) Non faccio                 (altro) che  mangiare dolci  ultimamente. 

Not  do.1ST.SING.PRES (else) that eat.INF      sweets lately 

‘I do nothing but eat sweets lately’ 

WORD COUNT WITHOUT TITLE, KEYWORDS, AND REFERENCES: 499 
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Focus and Fronting in Guadeloupean Creole:  

Examining the role of complementation in focus 

William Kezerian, Vasily Tselioudis, Béatrice Jeannot-Fourcaud, Isabelle Barrière & Renauld Govain 

(Syracuse University, Columbia University, University of the Antilles,  

Saint Elizabeth University & State University of Haiti) 

 

Keywords: focus, syntax, creole, subordination, fieldwork 

 

Guadeloupean Creole is spoken in the French overseas department of Guadeloupe, which has 

been historically minoritized and whose general linguistic descriptions (Bérnabe 1983, Damoiseau 2012, 

and Bonan 2013) lack empirical evidence of its notably unconventional focus constructions. Considering 

its relatively recent recognition as a regional language of France, our team had the opportunity to conduct 

linguistic fieldwork on the syntax of its focus constructions, particularly whether speakers allow focusing 

on noun phrases and verbs that are situated within a complement clause. Focus in this language requires 

reduplication and fronting of focus-marked verbs, however, only fronting when focusing nouns (Byrne et 

al., 1993). Thus, the present study aims to examine factors that prohibit or allow the movement of a 

focused NP or verb across a complementizer phrase, which would appear to contrast with the notion that 

movement of a phrase to outside of a CP boundary is illicit (Haegeman 1991, Büring 2009). 

We administered randomized Guadeloupean Creole (GC) acceptability judgment tasks to 34 

bilingual native speakers of GC and French using PsychoPy2024.1.5, collecting 1,674 data points. 

Participants listened to GC audio prompts with and without contrastive focus, after which they ranked the 

focus-marked sentence on a three-point acceptability scale. We also collected ethnographic interviews 

and oral narratives elicited with storyboards in both languages to compare our acceptability judgment 

tasks against natural usage, and to gather data on educational background, demographics, and other 

sociolinguistic factors that might affect focus-marking. Our results reveal a preference for focusing 

elements external to a CP, though a variety of factors contribute to the acceptability of focusing on CP-

internal elements. These include the inclusion of the focus-marking morpheme “sé”, how agentive the 

noun is, the use of complementizers (Dixon 2006, Lohninger et al., 2020, and Tramutoli 2021), and the 

transitivity of the focused verb. We also observed that language proficiency and attitude towards each 

language influenced focus-marking acceptability. These findings suggest that focus movement of a noun 

or verb from inside a CP is indeed licit in Guadeloupean Creole, but relies on particular morphemes and 

the aligning of certain syntactic conditions to be acceptable. These findings lack any previous linguistic 

documentation in Guadeloupean Creole. Our research suggests that this particular Antillean Creole 

language layers multiple mechanisms of focus in a given phrase, and may have more transparent CP 

boundaries for focus movements when compared to traditional frameworks. 

This work will contribute to the linguistic understanding of Antillean Creole languages’ syntactic 

complexity by documenting focus constructions unique to GC, a language that differs significantly from 

Haitian Creole and other French-based Creoles. We aim not only to expand the descriptive grammar of 

GC, but to situate these novel findings within modern understandings of movement barriers, focus 

typology, the role of complementation, and the syntactic behavior of Antillean Creole syntactic phrases. 
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Examples 

NP Focus on a CP-internal noun 

1. a. Without focus  

    Sara  ka   kwè   frè   a-y    ké   gannyé  kous-la.  

    Sara  PROG believe  brother  DET-3SG   FUT  win   race-DET  

    "Sara believes her brother will win the race." 

b. With focus movement  

    (Sé)  kous-la   Sara  ka    kwè   frè   a-y   ké   gannyé.  

    FOC  race-DET   Sara  PROG   believe  brother  DET-3SG  FUT  win  

    "Sara believes her brother will win the race." 

 

VP focus on a CP-internal verb 

2. a. Without focus  

    David  ka   anonsé   pawk-la   ouvè  jòdla.  

    David  PROG  announce  park-DET  open  today 

    "David is announcing that the park opens today." 

b. With focus on the CP-internal verb  

    (Sé)  ouvè  David   ka    anonsé   pawk-la  ouvè  jòdla.  

    FOC  open  David   PROG   announce  park-DET open  today  

    "David is announcing that the park opens today." 

 

PP focus disambiguating PP attachment by using functional morphemes ki and la 

3. a. An vwè   tifi-la   ki   ka   travay évè-w  la   an boutik-la.  

    1SG  see.PFV  girl-DET  REL  PROG work  with-2SG DET  in  store-DET  

   "I saw the girl who you work with at the store." 

b. (Sé)  an  boutik-la  an   vwè   tifi-la     ka    travay  évè-w.  

    FOC  in  store-DET  1SG  see.PFV  girl-DET    PROG   work   with-2SG 

    "I saw the girl at the store who you work with." 

c. (Sé)  an  boutik-la  an   vwè   tifi-la   ki   ka    travay  évè-w   la.  

    FOC  in  store-DET 1SG  see.PFV  girl-DET  REL  PROG   work   with-2SG  DEIC  

    "I saw the girl who you work with at the store." 
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Re-evaluating Wh-Movement in Focus Structures: Implications for Syntax, 
Boolean Algebra, and Cross-Linguistic Focus Sensitivity 

 
Yoshio Endo 

（Kanda University of International Studies） 
 

Key words: focus, cartography, syntax, wh-movement, Boolean algebra 
 
This paper revisits Bach & Horn's (1976) and Chomsky's (1977) foundational work on 
wh-movement in focus-sensitive structures, particularly examining why sentences like 
(1) are grammatical while sentences like (2) are not in the framework of the cartography 
of syntactic structures. 
 
(1) Who did you see pictures of? 
(2) ?Who did you burn pictures of? 
 
This asymmetry, often explained by constraints against movement out of DP in the 
structure in [see • (pictures • who)], could also arise from an alternative structural 
analysis: that who is understood as directly merged outside DP, as in [(see • pictures) • 
who)]. 

I propose a novel interpretation supporting this explanation, highlighting how 
syntactic arrangements in English can be extended by findings in Japanese, where similar 
wh-movement focus phenomena allow for wh-element with accusative Case marking of 
V as in (3), while this accusative Case marking of who is impossible with burn pictures 
of who, as in (4) . 
 
(3) John-o・  (syasin-de・miru ) 

John-Acc  picture-of  see 
(4) ?John-o・  (syasin-de・moyasu ) 

John-Acc   picture-of  burn 
 

This modern Japanese accusative Case particle o was a focus marker in Old Japanese. 
Even in modern Japanese, the element immediately left of the verb is interpreted as the 
focus (cf Belletti 2004). In other words, [(see • pictures) • who)], which allows for Wh-
movement in English, can be represented as [John• (pictures •see)] in Japanese, where the 
direct object John is positioned immediately to the left of the complex predicate see 

713



pictures.  
Incidentally, in English, burn pictures of who becomes grammatical when who is D-

linked as in (5). Similarly, in Japanese, accusative Case also becomes possible when a 
wh-phrase is D-linked. 
 

(5) A: I heard you were really angry with your ex-boyfriend. 

B: Yeah, I was. 

A: What did you do? 

B: Well… I burned some of his stuff. 

A: Like what? 

B: Old letters, photos… 

A: Who did you burn pictures of? 

 
This paper further relates these observations to Boolean algebra, demonstrating that 

the structural flexibility in [see • (pictures • John)] versus [(see • pictures) • John] aligns 
with the associative law in Boolean terms a•(b•c)=(a•b)•c, suggesting syntactic operations 
might reflect principles akin to mathematical laws. The properties of Boolean algebra are 
generally found in natural languages in coordinate structures. For instance, the 
distributive law a• (b•c) = (a•b) & (a•c) is seen in [John • (held •Mary) and (kissed her)] 
= [(John held Mary)] & [(John kissed her)]. Similarly, the structure following the 
associative law discussed above can be interpreted as having a concealed coordinate 
structure, as see pictures of John implies a coordinate structural relationship like see 
pictures & see John. Wh-movement is impossible in English when the verb is like burn, 
and concealed coordination cannot occur in Japanese for such cases. Neither can the wh-
element be accompanied by an accusative Case particle. This offers a fresh perspective 
on syntactic computation, i.e., operations in the syntactic component can borrow 
mathematical laws, blurring syntax and mathematics boundaries. 

The associative law also appears in English constructions involving consecutive 
motion verbs. For example, sentences like (6) can be analyzed as come • (go • eat), while 
sentences like (7) can be analyzed as (come • go) • eat. Despite the conjunction and, such 
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structures defy Ross's (1967) Coordinate Structure Constraint. Wh-movement remains 
viable in sentences like (8).  

 
(6) Come and go eat lunch with us! 
(7) Come go and eat lunch with us! 
(8) What meal did you ask him to come and go eat with us? 
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Short words are more likely to colexify multiple meanings that long 
words:empirical and experimental evidence 

Alexey Koshevoy 
(Aix-Marseille University) 

 
 
This talk investigates the phenomenon of colexification, where a single wordform is associated 
with multiple meanings (François, 2008; Haspelmath, 2023). While prior research has primarily 
explored factors like conceptual similarity (Karjus et al., 2021) and frequency of use (Kanwal et 
al., 2017), our work examines the relatively understudied relationship between word length and 
colexification. If short words are preferred for colexifying two and more meanings, then this 
relationship alone should explain why short words usually have more meanings than their longer 
counterparts – a relationship that was established in Piantadosi et al. (2012). In this talk, I will 
discuss two studies aimed at testing the hypothesis of whether short words are more likely to be 
used to colexify more meanings than longer words, using both empirical (study 1) and 
experimental (study 2) methods. 
 
Study 1: This preregistered study tested, for the first time on a diverse cross-linguistic dataset, a 
direct correlate of two well-known linguistic “laws”. Both the law of meaning (frequent words 
have more meanings) and the law of abbreviation (frequent words are shorter) are motivated by 
efficiency principles: communication is less costly (to speakers at least) when short words are 
re-used for multiple meanings, making them more frequent. Consequently, we should observe a 
correlation between the brevity of words in most languages and the number of meanings they are 
associated with. Studying the 633,308 wordforms in 1,952 languages representing 192 families 
from the Lexibank database (List et al., 2022), we evidence a robust correlation between a 
word’s brevity and the probability that a word colexifies two or more distinct meanings. Unlike the law 
of abbreviation, the strength of this relationship is quite variable and is stronger for 
better-documented languages. 
 
Study 2: Our preregistered study examines whether word length influences word choice for 
colexification using a novel dyadic communication game and a computational model grounded 
in the Rational Speech Act (RSA) framework (Degen, 2023). In the dyadic communication 
game, the participants are presented with 3 meanings (in our experiment, the participants need to 
communicate about 3 aliens) that they need to communicate about using two words (one short 
and one long). The communication game is designed in such a way that the participants are also 
provided with context that they can use to disambiguate between different meanings, allowing 
them to colexify two meanings using one word. In our experiment, participants need to exchange 
messages about three aliens. Two of these aliens produce one distinct sound each, while the last 
one produces both of the sounds that the two other aliens produce. The participants can rely on 
the information about the sounds (the context) that the aliens make to disambiguate between 
them, provided that they refer to the two aliens that each produce a distinctive sound using one 
single word. Our RSA-based model predicts that speakers should colexify multiple meanings 
using short words if they are acting pragmatically by relying on both context and word length to 
make their communication successful. Data collection for this experiment is ongoing, and I will 
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report the experimental results during my talk. 
 
Together, these studies contribute to our understanding of the processes that shape colexifications 
in natural languages. 
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Alzheimer’s disease (AD) and other neurodegenerative dementias (ND) are the most frequent causes 

for mild or major neurocognitive disorders (DSM-V; American Psychiatric Association, 2013). AD is 

characterised by a gradual decline of cognitive, emotional and behavioural capacities. With regard to 

language processing, deficiencies in lexico-semantic processing can be observed from the early stages 

on. The present study aims to investigate how these alterations in language processing affect the 

comprehension of contextually embedded homonyms, which are a case of lexical ambiguity in which 

words can take completely different meanings in different contexts. Previous work on the processing 

of lexical ambiguity in dementia patients has provided evidence on altered semantic word-meaning 

priming in this population (e.g., Chenery et al., 1998; Faust et al., 1997; Piccirilli et al., 2015; Taler et 

al., 2009). In the present study, 13 early stage dementia patients (age: 72.77 ± 6.39 years; MMSE: 

23.54 ± 2.44) and 16 healthy age-matched control participants (age: 73.50 ± 4.79 years; MMSE: 29.50 

± 0.73) were exposed to French homonyms (e.g., palais) that were placed at the end of a short 

discourse which biased interpretation towards one of the word's meanings (dominant vs non 

dominant meaning; e.g., palais ‘palace’ vs. palais ‘palate’; see also, Dommes, 2006). Participants were 

asked to carry out a semantic similarity judgement between the meanings of the discourse context 

and a subsequent target word that was either semantically compatible with the discourse context 

(e.g., monument ‘monument’), incompatible but related to the contextually irrelevant meaning of the 

homonym (e.g., bouche ‘mouth’), or incompatible and fully unrelated to any of the meanings of the 

homonym (e.g., radio ‘radio’). There was a main effect of semantic compatibility on response times 

(incompatible related > incompatible unrelated > compatible), suggesting a partial co-activation of 

both meanings of homonyms requiring the inhibition of the contextually irrelevant meaning. 

Moreover, there was a main effect of group with dementia patients showing overall slower response 

times and higher error rates compared to healthy controls. Importantly, there was also a group by 

context interaction on error rates. Post-hoc analyses revealed that dementia patients showed higher 

error rates when confronted to a meaning-dominant context for the embedded homonyms, especially 

when they had to reject semantically incompatible related target words. Finally, error rates were 

found to be negatively related to both, independent measures of executive control (BREF, Batterie 

Rapide d'Efficience Frontale) and of lexico-semantic processing (TLE, Test de Langage élaboré; 

Rousseaux & Cas, 2012), suggesting a joint contribution of executive and lexico-semantic deficits in 

lexical ambiguity processing in Alzheimer’s disease. Taken together, these findings suggest that 
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Alzheimer’s patients suffer from an insufficient inhibition of contextually irrelevant meanings of 

ambiguous words placed in a discourse context, but also from a degradation of semantic 

representations as such, affecting more strongly the dominant meaning. Further research should shed 

light on the online influence of context during lexical access in cases of lexical ambiguity, e.g. using 

electroencephalographic measures, in dementia patients and healthy controls. 
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Is polysemy more durable in English verbs than in adjectives? 
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(KU Leuven) 
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Research has shown that polysemy is processed differently across word classes. Lopukhina et al. (2018), 

for instance, demonstrate that participants have a harder time differentiating between the senses of 

adjectives than between the senses of verbs. One possible explanation is that word classes are 

associated with different degrees of syntactic versatility. The greater a word’s syntactic versatility, the 

more clues it offers that can be exploited in word sense disambiguation. 

There is already some evidence to support the role of syntax in differentiating word senses in verbs. For 

example, Reinöhl & Ellison (2024) show that verbs  are less open to metaphorical interpretation when 

used without overt argument. As another example, different frames have been shown to facilitate 

homonymy learning (Casenhiser 2005). Such findings suggest that, in verbs, different senses are more 

easily distinguished when they are linked to different syntactic frames. Adjectives, in contrast, cannot 

enter into different argument structures, meaning that beyond the attributive/predicative contrast, 

syntactic differentiation cannot aid sense disambiguation. 

This paper hypothesizes that the difference between adjectives and verbs will be reflected in patterns 

of semantic loss. In earlier work, Ceuppens & De Smet (accepted) have shown that semantic loss is more 

likely where sense disambiguation is compromised. Therefore, it is expected that verbs, showing greater 

versatility and less sense overlap, are likelier to be able to sustain polysemy than adjectives. Conversely, 

adjectives, lacking syntactic cues to distinguish between senses, are more prone to semantic loss than 

verbs.  

The hypothesis is tested by comparing rates of loss of source sense in 200 frequency-matched 

polysemous adjectives and verbs. Random samples with frequency information are compiled on the 

basis of the lemmatized version of the Corpus of Historical American English. Next, the samples are 

annotated for loss of source sense using the Oxford English Dictionary. Senses marked as obsolete, 

archaic, rare and historical are considered to be lost. Origin (native versus non-native words), network 

size (based on the number of senses in the OED) and compositionality (simplex versus complex) are 

annotated as control variables. Table 1 illustrates the possible combinations of dependent (loss / no loss) 

and independent variable (verb / adjective). 

 Adjective Verb 

Loss Sad († ‘having had one’s fill, 
sated’ > ‘sorrowful’) 

Hinder († ‘to do harm to’ > ‘to 
keep back’) 

Polysemy sustenance Dull (‘slow of understanding’ > 
‘cheerless, gloomy’) 

Tie (‘to bind, fasten’ > ‘to be 
equal with in a contest’) 

Higher rates of loss are expected in adjectives than in verbs. By comparing two word classes, this paper 

explores the link between word class, syntactic properties and outcomes of ambiguity in the form of loss 

versus polysemy sustenance. 
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Factors influencing the selecƟon of translaƟon equivalents for translaƟon-
ambiguous irregular polysemes 

Jūratė Žukauskaitė 
(University of Agder) 

 

Keywords: polysemy, translaƟon, sense dominance, entrenchment, translaƟon-ambiguity 

Speakers constantly encounter lexical ambiguity – that is, words that have the same form but different 
meanings/senses depending on context. Understanding how this ambiguity is resolved is important 
for modelling language processing and the mental representaƟon of word meaning. Although lexical 
ambiguity has been studied for decades, many quesƟons remain – parƟcularly regarding polysemy, 
despite its prevalence: 84% of English words have more than one sense (Rodd et al., 2004). 

How polysemes are processed across languages is even less explored, though it offers valuable insights 
into bilingual language use. This study invesƟgates the translaƟon of irregular polysemes, whose sense 
relaƟons are relaƟvely idiosyncraƟc and typically based on metaphor (Apresjan, 1974; Vicente, 2018).  
Irregular polysemes are oŌen translated into another language using different words, depending on 
the intended sense. This phenomenon – referred to as translaƟon ambiguity – has been shown to 
affect word learning and processing in bilinguals (for a review, see Tokowicz & Degani (2010)). The 
complexity introduced by such one-to-many cross-linguisƟc mappings warrants greater aƩenƟon in 
theories of bilingual lexical and translaƟon models. 

Building on prior research, this study proposes an account of irregular polyseme translaƟon and 
idenƟfies three key factors: (1) source word sense entrenchment, (2) cross-linguisƟc meaning overlap, 
and (3) translaƟon equivalent (TE) frequency in the target language. Entrenchment, a concept 
stemming from cogniƟve linguisƟcs, refers to the strength of a cogniƟve representaƟon (Langacker, 
1987). In polysemy research, its counterpart is sense dominance: the more frequently a sense is used, 
the more entrenched in the mental lexicon – and thus accessible – it becomes. In a decontextualized 
translaƟon task, bilinguals are expected to select TEs corresponding to the more entrenched senses. 
The second factor, the degree of meaning overlap, assesses whether the number of shared senses 
between the source word and its TE influences the likelihood of its selecƟon. This is operaƟonalized as 
cumulaƟve entrenchment: the sum of entrenchment scores of all senses the TE corresponds to. The 
third factor explores whether more frequent TEs are selected more oŌen, building on findings that 
frequent words are processed more efficiently (Brysbaert et al., 2018). 

These factors were tested using a decontextualized single-word L2-to-L1 translaƟon task with 60 DE–
EN bilinguals (including 30 translators), conducted online via the Gorilla plaƞorm (Anwyl-Irvine et al., 
2020). ParƟcipants translated 26 irregular translaƟon-ambiguous polysemes into German and wrote 
English sentences using the same words. Sentence data served to esƟmate sense entrenchment, 
assuming that parƟcipants would write sentences with the most accessible (i.e. entrenched) sense. 
Entrenchment was calculated as the proporƟon of Ɵmes each sense appeared across all responses. 

The paper presents results from individual- and group-level analyses and a mixed-effects beta 
regression model, with TE proporƟon as the dependent variable. As hypothesized, all three factors 
significantly influenced TE selecƟon, in line with the GravitaƟonal pull (entrenchment) hypothesis 
(Halverson, 2003, 2024). Results are discussed in light of their implicaƟons for research on polysemy, 
bilingualism, and translaƟon. 
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What can language models tell us about regularities in adjectival
ambiguity?

Contextual word representations (Peters et al. (2018); Devlin et al. (2019)) brought significant
improvements over a range of semantic tasks (Brown et al. (2020)) in natural language processing. One
can hypothesize that this is due to their enhanced capacity to model meaning variations in context. We
propose two experiments to study whether systematicity can be detected in the treatment of adjectival
polysemy in Hungarian by language models.

Regular polysemy has been approached through the lens of cognitive processes (Lakoff (1987)),
pragmatic inference (Falkum (2011)), or dynamic processes in the lexicon (Pustejovsky (1995); Briscoe
and Copestake (1996); Asher (2011)). Dynamic lexicon theories often rely on meaning decomposition.
They combine world knowledge with linguistic information in their account of systematic polysemy.
Contextual word embeddings share some of these characteristics. Multi-layer neural nets can learn
complex interactions between words and dynamically modify their representations. They encode similari-
ties along specific dimensions, comparable to meaning decomposition. Moreover, there is no inherent
separation between linguistic and extra-linguistic knowledge in the data or the model structure. However,
despite recent advances (Gabriel Grand and Fedorenko (2022); Erk and Apidianaki (2024)), vector space
representations are not easily interpretable, and the proxy tasks used to evaluate the treatment of ambiguity
(Erk et al. (2009); Pilehvar and Camacho-Collados (2019)) struggle to reflect the lexical knowledge of
humans. We therefore propose two experiments designed to study the treatment of systematic ambiguity
by large language models.

Instead of analyzing word representations, we focus on the behavior of the model. In particular,
we examine how the prediction about the noun following the adjective is affected when we artificially
modify either the context or directly the representation of the adjective. To that effect, we use manually
and semi-automatically created Hungarian datasets where adjectives are assigned to coarse semantic
groups and fine-grained synonym classes. In the first experiment, we construct coordination patterns in
the form of "adjective noun1 and noun2" of two types: one where the nouns are frequent collocates
with adjectives from the same synonym group, and one where they are collocates of distinct synonym
groups. We then measure the surprisal (negative log probability) of the model (Nemeskey (2021)) for
the second noun to verify if contexts eliciting different meanings increase the surprisal. In the second
experiment, we examine broader semantic groups of adjectives, e.g. adjectives expressing states of mind,
traits of character etc. Such groups of words share multiple common usage scenarios (Atkins and Rundell
(2008)). The meaning shifts between these scenarios are heavily influenced by extra-linguistic factors. We
examine whether traces of systematic generalization can be retrieved from the model’s prediction above
the immediate collocate level, which would indicate that the model abstracts away from extra-linguistic
towards semantic information. Our findings contribute to the discussion on the role of dynamic lexical
processes in language models and the interaction between world knowledge and linguistic knowledge in
regular polysemy.
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The Role of Previous Experience and Speaker Community in Word-meaning: A Study of Word-
Meaning Priming and Lexical Ambiguity Resolution

Every individual belongs to different communities, and some of them use language in different 
ways. For example, British English speakers use flat to refer to an apartment, while American 
English speakers may mean "two-dimensional." Studies indicate that listeners rely on social cues, 
like age or gender, to anticipate the speaker's meaning . Moreover, previous experience with 
word-meaning influences later interpretation of the word.

We conducted three online studies to explore how individuals use a speaker's identity and prior 
experience with word meanings to interpret ambiguous words. Participants (n=120) per condition) 
completed an image-association task with ambiguous words, each paired with four images: one 
for the subordinate meaning, one for the dominant meaning, and two distractors. Participants 
answered the question “which picture goes best with [ambiguous word]?”. We manipulated 
whether participants saw a priming-video of a speaker using one meaning of the ambiguous 
words and varied the speaker identities to compare the selection of subordinate images.

In Study 1 (Fig 1), we compared two conditions: The “video” condition had a priming-video of a 
speaker telling a story with the subordinate meaning of seven ambiguous words (i.e. bat, bow) 
before the image-association task, where the same speaker guided the task. The “no-video” 
condition only had the image-association-task. A linear mixed effect model found that subordinate 
images were chosen more often in “video” than in “no-video” (β= .69, SE=.11, p= 8.26e-11). In 
Study 2 (Fig 2) we compared two conditions with “no-video” from Study 1: “One-speaker” 
condition was similar to “video” in Study 1, but we included an introduction-video of the speaker 
talking about themself. In the “Two-speakers” condition, a different speaker appeared in the 
priming-video telling the same story. The introduction and the image-association task were 
identical to “One-speaker”. We found no significant differences between these two conditions (β= 
-.14, SE=.09, p=0.15) and subordinate choices were significantly higher in both conditions in 
comparison with “no-video” (βOne-speaker= .63, SE=.15, p=1.67e-05; βTwo-speakers= .54, SE=.11, 
p=7.41e-07) . This suggests that having two different speakers is not enough to reduce the effect 
of prior experience when we interpret ambiguous words.

1. Walker, A., & Hay, J. (2011). Congruence between ‘word age’ and ‘voice age’ facilitates lexical 
access. Laboratory Phonology, 2, 219–237.

2. Van Berkum, J. J., Van den Brink, D., Tesink, C. M., Kos, M., & Hagoort, P. (2008). The neural 
integration of speaker and message. Journal of cognitive neuroscience, 20(4), 580-591.

3. Curtis, A. J., Mak, M. H., Chen, S., Rodd, J. M., & Gaskell, M. G. (2022). Word-meaning 
priming extends beyond homonyms. Cognition, 226, 105175.

4. Images belong to the Aragon Government and have been created by Sergio Palao for 
ARASAAC (http://www.arasaac.org), which distributes them under the Creative Commons BY-
NC-SA License 

In Study 3 (Fig. 3), we used job-specific word-meanings of six ambiguous words (i.e. chicken, 
pot) to test if priming decreases when different meanings are expected for each speaker. In the 
“Food” condition, a chef used the food-sense of the ambiguous words in the video and guided 
the image-association task, which included a chef’s avatar. In the “Farm” condition, the priming-
video was identical to “Food”; but a farmer guided the image-association task, with a farmer’s 
avatar. In the “no-video” condition, participants only saw the image-association task and no 
avatar was included. We found significant differences between  “Farm” and the other two 
conditions (βFood= .25, SE= .10, p=.01; βNo-video= - .37, SE=.11, p=.000689). This suggests 
that when word-meanings are associated with different speaker-communities, having speakers 
from different communities can reduce the priming effect from prior experience.

Word count: 494
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In Study 3 (Fig. 3), we used job-specific word-meanings of six ambiguous words (i.e. chicken, 
pot) to test if priming decreases when different meanings are expected for each speaker. In 
the “Food” condition, a chef used the food-sense of the ambiguous words in the video and 
guided the image-association task, which included a chef’s avatar. In the “Farm” condition, the 
priming-video was identical to “Food”; but a farmer guided the image-association task, with a 
farmer’s avatar. In the “no-video” condition, participants only saw the image-association task 
and no avatar was included. We found significant differences between  “Farm” and the other 
two conditions (βFood= .25, SE= .10, p=.01; βNo-video= - .37, SE=.11, p=.000689). This suggests 
that when word-meanings are associated with different speaker-communities, having speakers 
from different communities can reduce the priming effect from prior experience. 
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Fig 1:

A)

B)

Fig. 1: Fig. 1: A) Design of Study 1 representing each condition of the study: (i) “video” (blue) and (ii) "no video" (gray). B) 
Results of Study 1, representing the proportion of subordinate choices in each condition

(i)

(ii)
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Fig 2:

A)

B)

 Fig 2: A) Design of study 2 representing each condition of the study: (i) “One- speaker” (blue) and (ii) “Two-speakers” (pink). B) 
Results of the second study: The plot shows the proportion of subordinate choices on each condition of Study 2 and “no-video” in 
study 1 (gray).

(i)

(ii)

730



Fig 3:

A)

B)

Fig 3: A) Design of Study 3, including a representation of each condition of the study: (i) “Food”  (blue), where one speaker uses 
the “food” senses. (ii) “Farm” (pink) where there are two speakers (a chef and a farmer). The chef uses the “food” senses and the 
farmer guides the image association task (iii). “No video” (gray) where there is only an image association task. 
B) Results of study 3:The plot shows the proportion of subordinate choices on each condition of Study 3

(i)

(ii)

(iii)
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Ambiguity of abstraction: Semantic information affects words processing 
 

Tommaso Lamarra, Caterina Villani & Marianna Marcella Bolognesi 

(University of Bologna) 

 

Keywords: Generality, Linguistic ambiguity, Concreteness, Specificity, Abstraction 

 

Linguistic ambiguity displays contrasting results across different processing tasks (lexical decision and 

semantic categorization). In fact, ambiguous words (“spring”, “board”) typically show a facilitatory 

effect, whereas an inhibitory effect arises when a competitive selection of relevant semantic 

information is required (Eddington & Tokowics 2015).This contrast is further supported by the 

evidence that words with more senses generally produce shorter responses in word recognition but 

less accurate semantic categorizations (Yap et al. 2011).  

Hereby, we propose to extend this debate considering the influence on mental representation and 

processing of two correlated, yet distinct, variables involved in conceptual abstraction:  concreteness, 

a measure of the degree of perceptibility of a referent (“democracy” vs “chair”); and categorical 

specificity, which describes the range of inclusiveness of a word’s denotation (“animal” vs “beagle”, 

“art” vs “impressionism”; Bolognesi & Caselli 2023). These semantic and psycholinguistic variables 

encode two distinct aspects of referentiality and are related to two relevant notions in the debate 

about ambiguity, namely indeterminacy and generality (Lyons 1977 and Gillon 1990). Indeed, the 

representation of more abstract words is typically more semantically sparse and less defined than 

concrete concepts (Borghi 2022). Similarly, the representation of generic words (hypernyms) is 

associated with a multitude of contexts and exemplars that share less salient information, whereas 

specific words (hyponyms) denote more precise referents (more specialized sense) (Barque & 

Chaumartin 2009) and are associated with less, but semantically related, contexts (Rambelli & 

Bolognesi 2024). Such differences might be reflected in variations in behavior-related measurements 

during online word processing.  

To address this question, we investigated the influence of both concreteness and specificity on decision 

latencies in two behavioral experiments: a lexical decision task (words vs. non-words) and a semantic 

decision task (abstract vs. concrete).  

Our stimuli were carefully constructed to include words systematically high and low in both specificity 

and concreteness and balanced for word length and frequency. Specifically, we used WordNet (Miller 

1995) to generate a hypernym and a hyponym for each of 30 abstract and 30 concrete words selected 

from a previous study (Villani et al. 2022), resulting in a final set of 120 words. Moreover, we conducted 

a norming study to obtain concreteness and specificity ratings on our stimuli in order to operationalize 

the two variables on a continuous scale.  

Results showed a non-significant effect of concreteness and specificity on reaction times in lexical 

decision task and a significant effect of both variables in semantic decision task. These findings align 

with previous research, which suggests that a shallow processing mechanism is involved in lexical 

decision task (Pexman et al. 2017) rather than a deeper semantic access to the meaning of the words. 

Indeed, when stimuli are controlled for relevant lexical variables, such as length and frequency, the 

semantic variables may have a less significant influence (Yap et al. 2011). Interestingly, while we 

replicated the well-known advantage of concrete words over abstract ones (Borghi et al. 2017), we 

also found first evidence of a facilitatory effect of specific words over generic ones, regardless of their 

level of concreteness. These results suggest that the instantiation of a precise referent and more 

732



salient information improves the performance of participants in semantic categorization. On the 

contrary, a dense representation with more competitive information/exemplars requires more time 

to be processed, likely due to an inherent ambiguity. 
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language processing within and across languages 
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Lexical ambiguity plays a significant role in language processing within and across languages, and 

the way we measure ambiguity can shape the accuracy and reliability of predictions about lexical 

processing. In the first part of this talk, we explore within-language ambiguity by comparing how lexical 

decision performance is predicted using a word’s number of senses (NOS) as estimated by dictionaries 

versus human norms. Previous studies examining lexical processing have used lexicographer dictionaries 

to investigate the effect of polysemy (words with multiple related meanings) on word recognition but 

using lexical databases or dictionaries to quantify NOS may not accurately capture the way people 

process these words (Gernsbacher 1984). Rice et al. (2019) analyzed the interactions of polysemy with 

established predictors of lexical decision latencies, finding that NOS interacted with word features like 

context availability and orthographic neighborhood. Their study used the number of entries from 

WordNet to define NOS. Using subjectively-normed NOS, a reanalysis of the study showed that, when 

compared using Bayesian Information Criterion (BIC), subjective NOS was a better model fit than 

WordNet NOS (DBIC = 7; a “strong” effect, based on standards in Kass & Raftery 1995). Word frequency 

and context availability still interacted, but orthographic neighborhood predictors did not. Our findings 

suggest that subjectively-normed NOS are better able to predict lexical processing, underlining the 

importance of how polysemy is operationalized when studying language ambiguity. 

In the second part of this talk we discuss cross-linguistic ambiguity, focusing on "translation 

ambiguity", which occurs when words have multiple translations across languages (e.g., Prior et al. 

2007). Prior research has demonstrated that translation ambiguity is at least partially related to within 

language ambiguity (e.g., Degani et al. 2016). Examining these issues cross linguistically provides an 

opportunity to examine how the nature, degree, and regularity of the relationship between senses 

impacts the processing and representations of ambiguous words as well as the salience and respective 

importance of these properties in the mental lexicon. We discuss translation ambiguity’s origins and its 

prevalence in large normative studies (e.g., Basnight-Brown et al. 2020) as well as the negative 

consequences of translation ambiguity on language processing. We also present a norming method used 

to capture the semantic similarity of meanings of the translations of a word, translation semantic 

variability (TSV; Bracken et al. 2017). TSV is a continuous measure of semantic similarity, on which the 

lowest TSV rating indicates that the meanings of the translations are “completely different”, and the 

highest rating indicates that the meanings of the translations are “exactly the same”. Bracken et al. 

found that words with higher TSV ratings are responded to faster and more accurately than words with 

lower TSV ratings. These findings suggest that cross-linguistic ambiguity is associated with slower and 

less accurate lexical processing when translations differ more in meaning. To conclude, we discuss the 
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importance of using more sensitive measures of lexical ambiguity such as subjectively-normed NOS and 

TSV. 
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Mirative rejection: When mistaken beliefs trigger surprise 
 

Caterina Mauri & Antonia Russo 

(University of Bologna & University of Bergamo) 

 

Keywords: <mirativity, rejection, grammaticalization, spoken Italian, dialogicity> 

 

The aim of this paper is to discuss a family of constructions expressing mirative rejection (Mauri and 

Russo 2025), i.e. a complex function characterized by the expression of (i) surprise at another speaker’s 

beliefs (Martinez 2023), and (ii) the falsity of those very beliefs (McGregor 2024). We will consider the 

case of Italian, as exemplified by examples (1) and (2): 

 

(1) Altro che noia, la vela entusiasma i giovani 

 Altro che boredom, DEF sailing excite:PRS:3SG DEF young.people 

 ‘Forget boredom, sailing excites young people.’ (itTenTen20) 

 

(2) “[…] Hai esagerato con il vino del Tata 

 Have:PRS:2SG exaggerate:PRTC.PST with DEF wine of.DEF Tata 

 vero?” “Macché vino e vino! Magari fosse colpa 

 right?” “Macché wine and wine! I wish be:PST.PFV:3SG fault 

 del vino!” 

 of.DEF wine!” 

 ‘“[…] You drank too much of the Tata’s wine, didn’t you?” “What wine and wine! I wish it were 

the wine’s fault!”’(itTenTen20) 

 

Through the two constructions altro che (lit. ‘other than’, (1)) and macché (univerbation of lit. ‘but 

what’, (2)) the speaker rejects a given SoA, for which there was some expectation of validity by the 

hearer or in the context, at the same time expressing surprise at the expectation itself, thus underlining 

the wrong belief behind it. 

First, we aim to provide a typology of the constructions attested in contemporary Italian for 

mirative rejection, through the analysis of the spoken Italian corpus KIParla (Mauri et al. 2019) 

(1.991.903 words). We will show that mirative rejection is conveyed by a wide, though not random, 

set of constructions including diversity expressions (e.g. altro che) and rhetorical echo questions (e.g. 

macché lit. ‘but what’, ma dove lit. ‘but where’, quando mai lit. ‘when never’). 

Second, we will focus on the constructions altro che and ma che, which ultimately univerbized into 

response particles (respectively altroché! and macché!): by means of a representative sample of texts 

since the 13th century taken from the CODIT corpus (Micheli 2021) (29.495.514 words), we will 

compare the paths that led to the emergence of the mirative rejection function, highlighting the factors 

at work. 

In both cases, dialogicity and correction play a role. The diachronic analysis shows that altro che 

began to show the mirative meaning in exclamative, corrective contexts from the 17th century onward, 

anaphorically referring to some prior mistaken belief. The mirative rejection uses of ma che, by 

contrast, start to be attested later on, around the 19th century, mainly in dialogical contexts: in this 

case, the evolution seems to have originated in rhetorical questions (e.g., ma che dici? ‘but what do 
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you say?’) and metalinguistic ones (e.g., ma che dico? ‘but what do I say?’), where ma che was originally 

used to ask for clarification or to signal repair. We will conclude by presenting a unified account of 

mirative rejection constructions in Italian, explaining the variety of strategies used to convey this 

function in discourse as a result of the highly interactional and intersubjective nature of its meaning, 

which is closely tied to the speakers’ expectations, beliefs, and stance. 
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Exploring Reality-Refuting Particles:  
The Multifunctionality of Ende Ka and Areal Parallels in Komnzo and Idi 

 
Kate Lynn Lindsey (Boston University) 

Catherine Scanlon (University of California, Santa Barbara) 
 
A group of languages in southern Papua New Guinea each have a counterfactual particle with diverse 
functionality. The multifunctional Ende particle ka appears in diverse contexts such as counterfactuals, 
hypotheticals, potentials, rhetorical questions, and corrective negation (Tighe and Gabbay 2022). With 
ka, speakers manage shifts in knowledge and perspective, aligning well with this workshop’s focus on 
particles that mediate perspectives and correct assumptions.  

In Idi, cognates like ka and gä similarly manage the common ground (Schokkin, p.c.), while 
Komnzo kma marks counterfactuals, potentials, and negations (Döhler 2018). Ende ka and Idi gä are 
observed more often in the speech of young women, potentially indicating a socially indexed meaning as 
well (Gast, p.c.). Parallels suggest possible areal and typological trends in how regional languages 
manage knowledge, inference, and belief, underscoring the need for further studies. In this paper, we 
investigate the particular use of ka in Ende by analyzing examples from the Ende Language Corpus 
(Lindsey 2015). 

These varied uses of ka share a common thread: in Ende, ka signals a stance toward belief, 
expectation, or reality. In counterfactual and hypothetical constructions, ka marks scenarios as contrary 
to known reality or imagined possibilities, often framing situations of mistaken belief or unrealized 
expectations. The mistaken belief can involve new information (e.g., in (1), ka signals that the turtle is 
mistaken), or it can indicate a separate reality from the one held in the common ground (e.g., in (2), ka 
marks the event of chasing a prankster pretending to be a ghost). In this way, ka behaves similarly to the 
belief verb yiwei in Mandarin (Glass 2021), which signals that the common ground should not be 
updated with questionable or false information. 

 
(1)  Kottllam a [...]  gongnomenyän  ada   ka  ddia da  zäme  

turtle=NOM thought.REM.3sgS like_this CNTF deer=NOM ALR 
ngattong  agan,    be  bogo de  amne me  gotarnän [...]. 
first aux.REC.3sgS  but he=EMPH middle=LOC sleep.REM.IMPF.3sgS 
‘Turtle thought [wrongly] that Deer already won, but he was in the middle sleeping.’ (Sowati 2016) 

(2) Däbe  lla  kuddäll  anyke de  ada   ka  koenmäll   
that  man dead  spirit=ACC like_this CNTF chase 
erallo,   “Ya!”   
aux.PRS.3pl>3sg go_away 
‘They chased the dead man’s spirit [actually the prankster] away, shouting, “Ya!”’  (Kurupel 2017) 

Ka’s use in rhetorical questions hints at the speaker’s expectation that the addressee should already know 
or infer the answer (3). In corrective negation, ka counters incorrect assumptions or statements (4). 

(3) Ada  sisor  bin di   ada  eran    ka? Ttongo  bin a 
like_this other name=ACC say aux.PRS.3sg>3sg Q another  name=NOM 
ddone  dan   ko. 
NEG cop.PRS.sgS also 
‘Do I have any other names [rhetorical]? I don’t have any other names, no.’ (Nama 2018) 
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(4) Ngämo  yae era  gudne   gudae   gozegän,   be  ka 
1sg.POSS mother=FOC long_ago long_ago born.REM.3sgS but NEG 
ngämo  yae era  still   ddobae  mängall=ang  dan. 
1sg.POSS mother=FOC loanword very  strong=ATR cop.PRS.sgS 
‘My mother was born a long time ago, but no, my mother is still very strong.’ (Sali 2018) 

In potential expressions, ka conveys hope or attempts, overlaying possible future scenarios with an 
element of uncertainty. The potential meaning stands out from the other meanings in that it is the only 
one that represents a non-negative or possible interpretation (Spronck, p.c.). However, many of the 
potential examples co-occur with an event that does not take place. For example, in (5), Zakae conveys 
that the follow-up interview cannot or will not occur now (as expected) but could take place the 
following day. 

(5) Ka,  malla  sisri.  Abo  ka  känazbag. 
NEG NEG now but POT tomorrow 
‘No, not now. But hopefully tomorrow.’ (Zakae 2018) 

These varied uses of the single particle ka support an analysis where these types of constructions are 
classified as “polarity reversal constructions” (la Roi 2024), where counterfactuality is exemplified as 
just one example of a polarity reversal (Karttunen 1971). 

Language context: Ende and Idi are Pahoturi River languages. Komnzo is a Yam language spoken to 
the west of the Pahoturi River languages. 
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Distinguishing types of ‘mistaken belief’ in reported thought and 
presupposed complement constructions  

Kristin Davidse 
(University of Leuven) 

 
Keywords: Semiotic Grammar, reported thought, presupposed complement constructions 
 

The notion of ‘mistaken belief’ is traditionally restricted to constructions of reported thought, e.g. 
(1). I extend it to constructions with a presupposed complement, as in (2)-(4), arguing for 
reconceptualization of the factive presupposition in the process.  

 
(1) Doctors wrongly believed I was terminally ill. (WB) 
(2) Sadam did not accept that he lost the 1991 Gulf war. (WB) 
(3) i just accepted it that i’m always wrong. (Google) 
(4) Mr Blair did not accept that Mr Brown was to blame. (WB) 

Reported thought constructions represent the cognizant’s creation of the idea in the complement 
clause (Davidse 1991, McGregor 1997), which the speaker may assess as ‘mistaken’, e.g. by wrongly in 
(1). A negated matrix, e.g. Doctors never believed that I was ill, entails non-existence of that idea in the 
doctors’ minds.  

The matrices in (2)-(4) contain the predicate accept traditionally listed as factive, whose negation 
does not entail non-existence of the proposition in the complement clause, as in (2) and (4). For this 
reason, the complement propositions of (not) accept are said to be presupposed. However, only (2) 
instantiates the received definition of factivity according to which the complement proposition is 
presupposed true by the speaker (Kiparsky and Kiparsky 1970). In (3)-(4), the complement proposition 
is not presupposed true by the speaker-now. In (3), it is other people who held that the speaker was 
always wrong, which the speaker-then as represented cognizant wrongly used to believe (just 
accepted). In (4) it is some third party who is committed to the truth of the proposition.  

I argue that the matrix predicates in (2)-(4) trigger the presupposition that a proposition exists 
prior to the described mental operation -- not that this proposition is always true for the speaker. This 
is because, unlike in reported thought, the proposition does not originate in the mental activity 
described by the matrix verb (Halliday 1985).This opens it up for authorship by the speaker (2), the 
represented cognizant (3), a contextually given third party (4), or authorship may be left underspecified 
(Davidse 2003). Structurally, the complement clause is a nominalized argument of the matrix predicate 
-- reflected in its ability to be extraposed, as in (3) -- which conveys some type of ‘mental manipulation’ 
of the pre-existent, entitized proposition (Langacker 1991, Gentens 2020). With speaker-
presuppositions the contextually triggered meaning of not accept is ‘not recognize the truth’, e.g. (2), 
while with third-party-presuppositions accept means ‘not reject’, e.g. (3), both implied to be mistaken 
by the speaker-now. We thus see how complementation constructions with presupposition-triggering 
cognition predicates can also convey speaker stance regarding mistaken belief.  

This paper aims to develop a typology of ‘mistaken belief’ in the extended sense in terms of 
clusters of semantic-pragmatic features: (i) creation vs (subtypes of) manipulation of the proposition, 
(ii) authorship of the proposition, (iii) speaker-now different from or identical with represented 
cognizant, (iv) ‘mistake’ coded, inferable or left open. I will illustrate this typology, focussing on the 
various verb senses that can be conveyed by (not) believe / (not) accept – either activated 
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constructionally (as in reported thought versus presupposed complement constructions with believe) 
or contextually (as in presupposed complement constructions with accept). Using all logically possible 
feature combinations as heuristic, illustrative data will be collected from WordbanksOnline 
(abbreviated as WB) and the Internet.  
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Mistaken belief constructions and egophoricity in a Sinitic language: The case of 
Baoding Mandarin 

Na Song 

(INALCO and CRLAO-CNRS) 

Keywords: mistaken beliefs, egophoricity, epistemic modality, Baoding, Sinitic languages 

This paper explores the interaction between mistaken beliefs and egophoricity in Baoding 
Mandarin, a Sinitic variety spoken in northern China. It examines how mistaken beliefs are 
grammatically encoded and how their expression is constrained by egophoric alignment. 

As in many languages in Asia (McGregor 2022), Baoding employs a matrix verb xɤ22-tʂo ‘think 
(by mistake)’ in the complement construction, similar to Standard Mandarin, but with an 
egophoric constraint. In Baoding, xɤ22-tʂo ‘think (by mistake)’ can only occur with first-person 
singular subjects in declarative clauses and second-person singular subjects in interrogatives. 
In contrast, a second verb, tɑ̃45, also meaning ‘think (by mistake)’, has no such restrictions and 
is compatible with all persons. For instance, 

(1) uɤ213 tɑ̃45    ʂʅ51  tʰa213 ma45  tɕie45       tha45=lɛ=ɑ̃,  
1SG think (by mistake) COP 3SG mother pick.up    3SG=COME&DO=MIR 
 
nɔ51 pæ̃51thiæ̃45  ʂʅ51  tʰa213  lɔ213-21lɔ  
finally   COP 3SG grandmother 
‘I thought it was her mother who came to pick her up, but it turned out to be her 
grandmother.’ 

 
The example (1) expresses a mistaken belief, with tɑ̃45, which can also appear in the second 
person or third person context.  
 
(2)  uɤ213  xɤ22-tʂo    ʂʅ51 -kɤ   ta51  ko213=ɑ̃  
 1SG think (by mistake)-STA COP-CLF big dog=MIR 

 
nɔ51 pæ̃51thiæ̃45  ʂʅ51-kɤ  lu51 

finally   COP-CLF deer 

‘I thought it was a big dog, but it turned out to be a deer.’ 

In the example (2) xɤ22-tʂo is used only with the first person singular in declarative sentences. 

The egophoric constraint observed with xɤ²²-tʂo aligns with systems in languages with 
dedicated egophoric markers. However, unlike Wutun or other contact-influenced varieties 
(e.g., Janhunen et al. 2008, Sandman 2018), there is no clear evidence of external influence in 
Baoding. The system appears to have evolved internally (Song 2019). 

To address the diachronic dimension (cf. McGregor 2024), this paper proposes that Baoding's 
mistaken belief construction may have developed through the convergence of two grammatical 
pathways: (i) reinterpretation of epistemic predicates with restricted person alignment, and (ii) 
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semantic bleaching of evidential mirativity markers like =ɑ̃, often used in correcting false 
assumptions.  

The findings are based on personal fieldwork and elicitation with native speakers. This study 
contributes to the typology of mistaken belief constructions by documenting a previously 
undescribed interaction between egophoricity and epistemic marking in a Sinitic language. It 
also raises broader questions about how person-based epistemic systems may give rise to 
grammaticalized mistaken belief constructions.  
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Mistaken belief wh-constructions in Korean 
 

Okgi Kim & Jong-Bok Kim 
(Kyung Hee University & Kyung Hee University) 

 
Keywords: mistaken belief wh-construction, non-argumental wh-word, rhetorical, HPSG, Korean 
 
We investigate mistaken belief wh-constructions (MBWCs) in Korean in which a wh-word is used to 
mark an addressee’s belief as mistaken (Cheung 2008, Cheung 2009, Park & Kang 2020, and Kim & Kim 
2022). Consider (1). 
 
(1) Mimi-ka  {mwe-ka/eti/ettehkey} selun sal    i-ni? 
 Mimi-NOM what-NOM/where/how 30   years.old  COP-QUE 

‘You mistakenly believe that Mimi is 30 years old.’ 
 

The non-argumental wh-phrase has no information-seeking force as in interrogative wh-questions, but 
asserts the falsity of the addressee’s belief conveyed by the question, just like other mistaken belief 
expressions (McGregor 2024). 

MBWCs are licensed only in a context where the speaker and the addressee have conflicting beliefs 
about the event in question (Cheung 2009 and Kim & Kim 2022): 

 
(2) A: Mimi-nun an  chakha-y. 

Mimi-TOP  not  honest-DECL 
‘Mimi is not honest.’ 

B: #Mimi-ka  {mwe-ka/eti/ettehkey}  chakha-ni? 
Mimi-NOM  what-NOM/where/how  honest-QUE 
‘You mistakenly believe that Mimi is honest. (In fact, she is not.)’ 

 
The MBWC in (2B) is infelicitous in the given context where both the interlocutors have the same belief 
that Mimi is not honest. This validates the use of MBWCs as marking the addressee’s belief as 
mistaken. 

Both MBWCs and rhetorical wh-questions are interpreted as an assertion of the opposite polarity 
from what is apparently asked. However, the two behave differently in other respects. For example, 
unlike rhetorical wh-questions, MBWCs cannot be uttered discourse-initially or out of blue (Kim & Kim 
2022): 
 
(3)  [Mimi approaches John in the heavy rain and says:] 

a. nwu-ka  o-keyss-ni? 
who-NOM  come-KEYSS-QUE 
‘No one will come. (because of the heavy rain)’ 

b. #pi-ka   mwe-ka   o-ko    iss-ni? 
rain-NOM  what-NOM come-CONN COP-QUE 
‘You wrongly believe that it is raining.’ 
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This contextual constraint is attributable to MBWCs’ function to assert the falsity of the addressee’s 
belief expressed in the previous discourse. 

To explain the unique properties of MBWCs, we suggest that the wh-phrase in MBWCs syntactically 
modifies an independent ([IC +]) polar question and semantically yields a rhetorical question by 
asserting the reverse polarity value of the polar question. This can be represented in the feature 
structure format of HPSG (Head-driven Phrase Structure Grammar): 
 
(4)  

   
 
 
 
 
Given this lexicalist assumption, the sentence in (5A) asserts that Mimi is not honest. The speaker’s 
belief (believe(speaker, ¬[honest(m)])) evoked pragmatically can be cancelled like the following: 
 
(5) A: Mimi-ka  mwe-ka   chakha-ni? 

Mimi-NOM  what-NOM  honest-QUE 
‘No way is Mimi honest.’ 

B: mollasse? chakhanil-ul    manhi  ha-ko    iss-e 
dont.know  honest.thing-ACC  many   do-CONN  COP-DECL 
‘You don’t know? She’s been doing lots of honest things.’ 

 
The lexicalist view explains the ungrammaticality of (6). 
 
(6) *nwu-ka   mwe-ka   yeyppu-ni? 

who-NOM  what-NOM  pretty-QUE 
‘(lit.) You wrongly think who is pretty?’ 

 
The modified sentence is a wh-question expressing the open proposition (λ{x}[pretty(x)]). Open 
propositions cannot be the object of someone’s belief, since they are not the type of thing that can be 
true or false. Thus, the MBWC cannot take the open proposition to assert the falsity of the addressee’s 
belief. 
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Wähnen is a false belief predicate 

Simon Wimmer 
Heinrich-Heine-University Duesseldorf 

 
Keywords: False belief predicates, Contrafactives, Neg-raising, Attitude ascriptions, German 
 
I argue that the German predicate wähnen roughly means ‘believe falsely and for no good reason’. 
My description of some of wähnen’s key properties contributes to recent work on the extent to which 
natural languages have false belief predicates (e.g. McGregor 2024; Roberts and Özyildiz 2023). 
 
Holton (2017: 245-7, 263-4) has argued that wähnen is not a ‘contrafactive’, i.e. not a false belief 
predicate that encodes its falsity inference as a presupposition, is morphologically and conceptually 
atomic, and licenses the kinds of complement knowledge predicates license. I agree that, at least as 
used by my informants for contemporary German, wähnen is not a contrafactive. (Sander 2020, 7; 
Sander, forthcoming discuss past varieties of German.) For one, as 1a shows, wähnen does not license 
embedded questions; and even declarative complements, as in 1b, are only licensed for some 
informants. But, whilst for Holton, wähnen’s falsity inference is cancellable and thus neither an 
entailment nor a presupposition, I claim that it is an entailment. 
1.  a. Ayesha {*wähnt/weiß}, ob Benedikt schwimmt. 
 ‘Ayesha wähnt/knows whether Rebecca swims’ 

b. Benedikt {wähnt/weiß}, dass Ayesha Recht hat. 
 ‘Benedikt wähnt/knows that Ayesha is right’ 
 
I focus on wähnen with a reflexive or accusative followed by an adjective or prepositional phrase, as 
in 2, and wähnen with Konjunktiv I, as in 3a. 
2. a. Chloe wähnt sich sicher. 

‘Chloe wähnt herself safe.’ 
b. David wähnt die Delegation auf Reisen. 
‘David wähnt the delegation travelling.’ 

3. a. Ewald wähnt, Chloe sei schon eingetroffen.   
 ‘Ewald wähnt Chloe has already arrived.’ 
 
I argue that, in these constructions:  
i) Wähnen entails belief. E.g., 3a entails that Ewald believes that Chloe has already arrived. 
ii) Wähnen has a falsity entailment, rather than implicature, presupposition, anti-presupposition, or 
post-supposition because wähnen’s falsity inference is neither cancellable nor projective. As for 
projection, 4a does not trigger the falsity inference that Ayesha is not responsible. As for cancellation, 
4b shows that wähnen is incompatible with reporting that the proposition the matrix subject 
believes, here that Chloe is safe, is true. 
4.  a. Floris wähnt nicht Ayesha verantwortlich, sondern Benedikt. 

‘Floris does not wähnt Ayesha responsible, but Benedikt.’ 
 b. # Chloe wähnt sich sicher, aber sie ist sicher. 
 ‘Chloe wähnt herself safe, but she is safe.’ 
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Notably, Wähnen’s falsity inference can appear cancellable, particularly if wähnen occurs in past 
tense, as in 5a. But this effect parallels the apparent cancellability of the truth inference of factive 
predicates like wissen, shown in 5b. The appearance can thus be explained away along similar lines 
(cf. Colonna Dahlman and van de Weijer 2022). 
5. a. David wähnte die Delegation auf Reisen. Aber es wusste eh jeder, dass die Delegation 

gerade in Kanada unterwegs war. 
 ‘David wähnt-past the delegation safe. But everyone knew anyway that the delegation was 

currently travelling around Canada.’ 
 b. Jeder wusste, dass Stress Geschwüre verursachten bis zwei australische Ärzte in den frühen 

80er bewiesen, dass Geschwüre tatsächlich von bakteriellen Infektionen verursacht warden. 
 ‘Everyone knew that stress caused ulcers, before two Australian doctors in the early 80s 

proved that ulcers are actually caused by bacterial infections.’ (ex. 1 in Hazlett 2010) 
iii) Wähnen has a ‘no-good-reason’ entailment that the matrix subject does not believe for good 
reason, e.g., because they believe based on self-deception. This corresponds to wähnen’s apparent 
Indo-European root *u̯en(ə) ‘strive’, later ‘wish, love, be satisfied’ (‘wähnen’ 2024). 
iv) Wähnen does not license neg-raising. E.g., 4a does not trigger an inference that Floris wähnt that 
Ayesha is not responsible. To explain this, I assume that belief predicates are neg-raising because they 
presuppose that one either believes p or believes not-p (e.g. Gajewski 2007; Mayr 2019; Theiler, 
Roelofsen, and Aloni 2019). Given this, wähnen is not neg-raising because its falsity and no-good-
reason inferences make the presupposition that one either wähnt p or wähnt not-p unreasonable. 
For, typically, if one does not falsely and for no good reason believe p, one also does not falsely and 
for no good reason believe not-p, but instead either falsely believes p for a good reason, truly 
believes p for a good reason, truly believes p for no good reason, or believes neither p nor not-p. 
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Mistaken belief and the problem of indirect speech

The most prominent strategy for commenting on the words and thoughts of others in the 
languages of the world is reported speech, often classified into two types: direct and 
indirect speech, as in (1-2) (Coulmas 1986).

(1) Alex said: “This is an example of direct speech”
(2) Alex suggested that this was an example of indirect speech

With a construction like (1) a speaker conveys a reported message without qualification, a 
construction like (2) may co-express or imply an attitude towards the reported message 
(e.g. “I do not believe the content of the reported message”). Indirect speech appears to be 
both much rarer in the languages of the world and more difficult to define than direct 
speech (cf. Evans 2013).

While most Australian Aboriginal languages are claimed to lack a direct-indirect speech 
opposition, many allow rather complex combinations of perspective expressions, 
particularly in the realm of mistaken belief (McGregor 2023). For example, (3) and (4), co-
express a reported message and a statement that the reported thought or utterance was 
untrue.

(3) Wanyjirra (Australia, Pama-Nyungan)
gulangarra=n gang-an-i ngarin ward
wrongly.thought=2MIN.SBJ CARRY-CONT-PAST meat.ABS return
“I thought that you had brought back meat (but you didn’t).” (Senge 2015: 492)

(4) Ngarinyin (Australia, Worrorran)
birr-niyangarri-karra burr-ma-ø mangarri
3PL-good-EPIST 3PL-do-PRS food
‘They think it is good food [but it is not]’ (Spronck 2015: 177)

Consequently, many Australian languages combine a wealth of perspectival sentence types 
with a complete absence or very marginal presence of a direct-indirect speech opposition, 
creating a paradoxical treatment of these languages in the typological literature on attitude 
sentences: On the one hand, the (near) absence of a clear indirect speech construction 
suggests that speech reporting in Australian languages is (predominantly) done through a 
presumably unqualified representation of the utterance of the reported speaker. On the 
other hand, Australian Aboriginal languages can often signal qualifications regarding, e.g., 
the verity of a reported message in more subtle and economic ways than, e.g., European 
languages.

This paper starts with a detailed examination of the strategies available for mixing 
perspectives in two Australian Aboriginal languages, Ngarinyin and Wanyjirra, partially 
based on previously unpublished fieldwork data. The analysis contextualises the mistaken-
belief expressions with other (sentential) modal construction types and shows the degree 
of variability in the domain of reported speech. Based on these observations, we suggest 
that mistaken-belief expressions present a useful test-case for studying perspectival 
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meanings across various morphosyntactic types and apply our language-specific findings to 
a larger variety sample (Miestamo, Bakker, and Arppe 2016) of Australian Aboriginal 
languages (n = 42).

We conclude with two claims with relevance for both syntactic typology and the theme of 
the workshop, mistaken belief: first, we suggest that the presumed (near-)universality of 
direct speech as opposed to indirect speech is predicated on an incorrect classification of 
perspective expressions and, second, that a closer look at the Australian data demonstrates 
that mistaken-belief expressions, rather than an exceptional construction type, constitute 
an integral part of the cross-linguistic repertoire of perspectival constructions.
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The diachrony of mistaken belief markers in Ngumpin-Yapa languages (Australia) 

Dr Tom Ennever — Surrey Morphology Group, University of Surrey 

 

Recently, attention has been brought to the fact that many Australian and Amazonian languages have 

some dedicated linguistic means for expressing notions of the kind ‘X thought y was true, but y isn’t’, 

referred to as mistaken belief (MB) (Spronck and Vuillermet 2019; McGregor 2024). For some 

languages, such dedicated markers have been shown to have emerged from such conceptually-related 

markers as similatives of the kind ‘like x, as if x’, as well as from factive ‘know’ constructions 

(McGregor 2024: 110). However, no studies to-date have explored the converse scenario, that is: what 

can/do MB markers evolve into? This study addresses precisely such a question, presenting evidence 

from languages within a closely related subgroup of an erstwhile MB marker (re-)grammaticalizing into 

a marker of standard negation as well as other negative markers restricted to specific modal contexts. 

This comparative study focusses on the Ngumpin-Yapa (NGY) subgroup of Pama-Nyungan 

(Australia), drawing on published materials as well as my own fieldwork with Ngardi speakers (2016–

2019). Building on McConvell & Laughren’s (2004) analysis of a shared NGY particle *kula, I present a 

diachrony of *kula as an historic MB marker that accounts for its retained MB meanings exemplified by 

eastern Walmajarri kula (1), as well as its more widespread distribution as a marker of various negative 

(modal) meanings, cf. Wanyjirra gula (2). I show that for the majority of languages, MB meanings 

themselves have only been retained through fusion of *kula with other particles/enclitics carrying 

certain modal and/or evidential meanings (see Table 1) e.g. a dubitative marker nga(rra) ‘might’ e.g. (3) 

or an evidential marker nganta ‘supposedly’ (4). 

The study considers a number of important issues that arise from the proposed diachronic 

analysis with respect to how mistaken belief is pragmatically interpreted (viz. whether it is defeasible), 

as well as the flexibility with respect to whom the mistaken belief can be attributed to: contrast (1) and 

(4). In sum, the study contributes new data and new insights into the diachrony and synchronic variation 

in MB expressions and their place within the related domains of negation and modality-evidentiality. 

 

(1) Walmajarri (Richards and Hudson 2012) 

Kula wanjingarni, paparr-marn-i. 

MB alive   without_thought-speak-PST 

‘I thought he [was still] alive (but he wasn’t), I said (that), without thinking.’ 

(2) Wanyjirra (Senge 2015: 490) 

Gula=liyarra bina  garriny-ana. 

NEG=1UA.SBJ know  stay-PRS 

‘We don’t know her.’ 

(3) Wanyjirra (Senge 2015: 493)  

Gulangarra ngu=yi  baya-rra. 

MB   REAL=1MIN.O bite-IMP/IRR 

‘I thought he (the dog) would bite me (but he didn’t).’ 

(4) Warlpiri (Laughren et. al, 2007: 232) 

Pantu-rnu=jana kulanganta yapapatu-juku,  kala  mingkirripatu. 

spear-PST=3PL.O MB   real_people-STILL but  termite_mounds 

‘He speared them as though (≅wrongly thinking that) they were real people, but (they were) 

termite mounds.’ 
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Table 1: Mistaken belief grams in Ngumpin-Yapa languages 

 MB marker Gloss Source 

Ngardi kulanga, kulangarra, kulanganta ‘mistaken belief’ (Ennever 2021: 605–607) 

Walmajarri kula, kulangarra, kularni ‘it seemed, contrary to fact’ (Richards and Hudson 2012) 

Jaru gulanga (+…=rra), gulangarra, ‘as though, it looks’ (Tsunoda 1981: 206, 209) 

Wanyjirra gulangarra ‘wrongly thought’ (Hudson & Richards 1984) 

Bilinarra — — (Meakins & Nordlinger 2014) 

Gurindji kata +…=nga ‘thought’ (Meakins and McConvell 

2021, 550–551) 

Mudburra — — (Osgarby 2018) 

Warlmanpa kulanganta ‘deontic correction’ (Browne 2024: 332–335) 

Warlpiri kulanganta ‘counterfactual’ (Nash 1986: 239) 
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Diachrony of morphology in Carriols 
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Keywords: Carriols; diachrony; morphology 
This research is part of the project "Digital demography, creole creation, light on letters" funded by the 
Independent Research Foundation of Denmark, Grant 10.46540/4256-00026B 
 
Virgin Islands Dutch Creole – called Carriols by its speakers (Stein 1982) and formerly spoken on the then 
Danish Virgin Islands – is the creole language with the most extensive documentation on its historical 
development, with records spanning over 250 years (Rossem and van der Voort 1996). From the 150 slave 
letters written from the 1730s, through dozens of printed religious texts from the 1760s to the 1830s and 
vernacular utterances, texts and dialogues preserved from between the 1760s to 1987, this material is ideal 
for studying the development of Carriols morphology. In older texts, we find more bound morphemes than 
in newer texts. In this illustrative sentence from a letter in Carriols from 1739, we can observe a genitive -s, 
infinitival -en and a case-marked article den, all of them inherited from 18th-century Dutch: 
 
(1)  Nú is ons hope, De Konings Majestait ons sal die order geven, dat ons durf voortgaan te leeren den 

Heere Jesus.  
‘Now it is our hope that His Majesty the King will give us the order that we may continue to 

 teach the Lord Jesus.’ 
(from a letter by enslaved printed in Zinzendorf 1742: 483-484) 
 
Yet, it is also creole-like with uniform pronouns and preverbal mood markers. The modern Dutch 
equivalent is presented in (2), with adjectival agreement on the first plural possessive ons and number 
agreement on the auxiliary mogen (the equivalent of Carriols durven), all of which are absent in the creole 
sentence: 
 
(2)  Nu is het onz-e hoop, dat Majesteit de Koning ons de order zal gev-en, dat we mog-en door-gaa-n 

over de Heer Jezus te leren  
 
In the modern creole, based on data from the 1920s (de Josselin de Jong 1926), there is no derivational or 
inflectional morphology at all, and no reduplication. The modern Carriols sentence in (3) illustrates this: 
 
(3) Nou ons hoop dat di kiniŋ Majesteit sa befeel ons, dat ons mu lastān lōpán fo leer fu here Jisəs. 
(constructed sentence) 
 
In this paper, we focus on a number of Dutch inflectional and derivational processes, and the development 
of innovations in those areas in Carriols, such as: nominal plural marking, person marking on verbs, tense 
marking on verbs, causative and transitivizing marking on verbs, passive morphology, separable compound 
verbs (verb-particle combinations), case marking on pronouns, agreement morphology on adjectives and 
reduplication of verbs and nouns (de Josselin de Jong 1926, Sabino 2012, and van Sluijs, Muysken and Los 
2017). We base our results on a selection of representative texts, both religious (hymns, catechisms) and 
vernacular (dialogues, letters, proverbs), covering the whole period of documentation. 
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The available language data display a development where Dutch-derived morphological markers disappear 
from the record, and not much morphological innovation can be observed in later texts either. Yet, Carriols 
was a complete language. 
 
This reveals a process of change unlike those traditionally found in creoles, from a language with some 
lexifier morphology to a language without lexifier morphology and with very little evidence of 
morphological innovation. We discuss whether this is evidence of gradual yet rapid loss of all lexifier 
morphology, or lack of authenticity of the texts, or a symptom of diglossia, where the basilectal variety was 
not documented. 
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Verbal stems in the morphology of Guadeloupean Creole 
 

Delphine Tribout, Florence Villoing, Fabiola Henri & Maxime Deglas 
(University of Lille and STL; Paris Nanterre University and Modyco; University of Buffalo; & Paris 8 

University) 
 
 

Keywords: verbal morphology, stem allomorphies, Guadeloupean Creole, lexical morphology 
 
 
Creoles are often considered as having no, or at least very poor, inflectional morphology (Valdman 
1978, Seuren and Wekker 1986, McWhorter 1998, among others). In the case of Guadeloupean Creole, 
this assumption may appear to be true because, unlike Indian Ocean Creoles where verbs typically 
alternate between a short and a long form (Henri 2010), Guadeloupean verbs are usually considered 
to have one single form. There is only a handful of exceptional cases where verbs can have two or 
three forms (e.g. Hazaël-Massieux 2002), but the contexts in which these exceptional cases are used 
are usually dismissed as cases of free variation. Lexical morphology is never taken into account.  
 
Yet, in French, which is its lexifier language, verbal morphology is rather important and shows many 
stem allomorphies (e.g. Bonami and Boyé 2002, 2003).  
 
The present paper will analyze what happened to these allomorphies when French verbs have been 
inherited in Creole. Building on Villoing et al. (2024), we will use real data collected in recent databases 
(Deglas 2023) and corpora (Missud 2018) in order to study both inflectional and lexical verbal 
morphology. We will confirm the authors’ finding that two stems need to be postulated for 
Guadeloupean verbal morphology (Stem A and Stem B in Table 1). We will also study how French verbal 
allomorphies have been reanalyzed in Guadeloupean. For example, the French verb ADMIRER ‘to 
admire’ is usually analyzed as having an allomorphic stem admirat- /admiras/ that is used to form the 
deverbal noun ADMIRATION /admirasjɔ/̃ with the suffix -ion (/jɔ/̃). However, this inherited deverbal noun 
is reanalyzed in Guadeloupean Creole as the stem admir- and the suffix -asyon in the noun ADMIRASYON 

/admirasjɔ/̃. We will also show how verbal morphology has developed its own system in 
Guadeloupean. Finally, we will see that this specific morphological organization is also visible within 
the part of the lexicon that is not inherited from French and is made of real Guadeloupean innovations 
(e.g. DÉKALFOUKÉ, LYANNÉ, POUPOULÉ, RAPYANNÉ). 
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Verb Stem A Stem B Infl. Form A derivative B derivative 
ADMIRÉ ‘admire’ admir admiré admiré ADMIR-ASYON ‘admiration’  
CHANTÉ ‘sing’ chant chanté chanté CHANT-È ‘singer’ CHANTÉ-CHARI 

‘ploughing song’ 
DÉKALFOUKÉ ‘act 
violently’ 

dékalfouk dékalfouké dékalfouké DÉKALFOUK-ASYON ‘act of 
violence’ 

 

LYANNÉ ‘unit’ lyann lyanné lyanné LYANN-AJ ‘association’ DELYANNÉ ‘disunite’ 
POUPOULÉ ‘tease’ poupoul poupoulé poupoulé POUPOUL-MAN ‘teasing’  
RAPYANNÉ ‘live 
frugally’ 

rapyann rapyanné rapyanné RAPYANN-È ‘miser’  

VIRÉ ‘turn’ vir viré viré VIR-AJ ‘bend’ VIRÉ-DO ‘abandon’ 
lit. ‘turn the back’ 

Table 1 – Verbal stems used for inflexional and lexical morphology 
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The long and short of it: contact and morpho-syntactic variation in 
Chagossian Creole verb forms 

 
Jonathan Kasstan, Michelle Sheehan & Anand Syea 

(University of Westminster, Newcastle University, University of Westminster) 
 

Keywords: Chagossian Creole, language contact, language change, morphosyntax, Indian Ocean 
Creoles 
 
In this talk we marshal data from a pilot study to track morphosyntactic change in Chagossian Creole 
(CC), an endangered French-lexified Indian Ocean creole (IOC) spoken previously by the indigenous 
population of the Chagos Archipelago. Between 1965-1973, the British government forcibly displaced 
the entire population of the archipelago to Mauritius and the Seychelles, bringing speakers into 
contact with Mauritian and Seychellois Creole, along with other superordinate language varieties. 
Many Chagossians have since migrated to or have grown up in parts of the UK when they became 
entitled to citizenship in 2002 (Kasstan et al. 2024). We consider: (RQ1) to what extent CC is 
structurally aligned with Mauritian or Seychellois Creole, given some fifty years of forced displacement 
and language contact; and (RQ2) what inferences can be drawn from pilot data in terms of how 
contact-induced change has taken place.  
 
Data come from semi-structured sociolinguistic interviews and a sentence-translation task 
administered to a small sample of 1st and 2nd generation Chagossians (n=8). We consider the 
production of long/short-verb form alterations, a well-documented feature in IOC varieties (cf. Corne 
1977, Papen 1978, Syea 1992). While verbs in CC do not inflect for person, number, tense or aspect, 
most (but not all) verbs come in two forms distinguished by the presence or absence of final vowel, as 
in (1-2) below.  
 

(1) a. mo pe mãze   
  I ASP eat   
  ‘I’m eating   
       
 b. mo pu vini   
  I MOD come   
  ‘I will come’   
       
(2) a. mo pe mãz dipẽ  
  I ASP eat bread  
  ‘I’m eating bread’  
       
 b. mo pu vin par bis 
  I MOD come by bus 
  ‘I will come by bus’ 
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In Mauritian/Seychellois Creoles, the choice of long or short verb forms depends on syntactic 
structure: transitive verbs followed by a DP complement take (near-categorically) the short form, 
whereas intransitive and verbs followed by a WH-trace surface with the long form (Corne 1977, Syea 
1992, 2014). For Papen (1978), the two languages differed, however, with respect to PP/CP 
complements. In Seychellois, PPs of location triggered optionality, but we find an almost categorical 
preference for the short form in Mauritian (Papen 1978: 408-409). The reverse pattern was observed 
with CP complements introduced by pur ‘for’ which surface almost categorically with long-form verbs 
in Seychellois, but show optionality in Mauritian (Papen 1978: 408-409). In this work in progress, and 
adopting Papen (1978)’s data as a baseline, we use these differences to track the potential impact of 
language contact on this morphological domain among speakers with nuanced language-contact 
profiles.  
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Innovative features in creole morphology 
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Word limit: 494 

 

This paper focuses on reanalysis and innovation in Creole morphology and uses a systematic comparison 

between Creoles and their contributing lexifiers and substrates to argue for morphological inheritance on 

the one hand and morpho-phonological and semantic innovation on the other.   

 

This presentation builds on Baptista (2020), which showcased the role of congruence in Creole formation 

and development using a competition-and-selection framework (Mufwene, 2001; 2008). Using empirical 

data from Kihm (1990) and Corne (1999), Baptista (2020)’s original proposal and model of Pattern and 

Matter Mapping (PMM) stipulate that morphosyntactic and semantic features are more likely to be 

selected into the grammatical makeup of a given Creole when they preexist and are shared by some of the 

source languages present in its linguistic ecology.  Baptista originally based this proposal and the PMM 

model on the congruent forms that had been reported in the scholarly literature.   

 

A new phase of this research (see Baptista and Cisse, in press) tests the congruence reported in the past 

literature by systematically comparing a set of features (passive marking involving the morphemes ta and 

-du for this particular presentation) in Portuguese, Mandinka and Wolof, three of the source language of 

Kriolu (Cabo Verde) by collaborating with native speakers of these languages.  The current analysis shows 

that while the functional features of ta and -du could be inherited and potentially traced back to a 

particular language (ta < Portuguese ta (and possibly derived from Portuguese estar > sta > ta ‘to be’), and 

-du < Portuguese -do), they have been reanalyzed to form new functional features, allowing a novel 

functional exponent for the morphemes ta and -du in passive constructions.  The current analysis of ta 

and -du points to divergence from source languages and innovation with respect to the function of these 

morphemes but also for the passive constructions where they can occur. Let’s focus on the morpheme ta 

and consider the examples in (1) featuring Kriolu, Mandinka and Portuguese: 

 

(1) a. Karta ta skrebe-du. / Ta skrebe-du karta.  KRIOLU 

                   letter TA write-DU /  TA write-DU letter. 

                  ‘Letters are written.’ 

b. Wot-ôo    dádáá-ta  (le).  MANDINKA 

                   car-DET repair-TA FOC 

                   ‘The car has been repaired.’ 

c.  Fomos chamados à noite (pelos policiais). PORTUGUESE 

                    were    called       at night (by the officers) 

                    ‘We were called at night by the officers.’ 
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When exploring potential commonalities between the preverbal marker ta in Kriolu and the postverbal 

marker ta in Mandinka, we observe that both markers allow a theme argument to precede the verb, 

resembling passivization. However, they do not permit an overt by-phrase associated with an agent which 

cannot be overtly expressed, in contrast to Portuguese where it can (see “by the officers” in (1c)). On the 

other hand, the reading induced by ta in Kriolu is generic (1a) whereas it does not have to be in Mandinka 

(1b). 

 

This presentation covers both the overlaps in passive markers ta and -du between Kriolu, Mandinka, and 

Portuguese, and the ways in which Kriolu markedly departs from its source languages.                                                                                                              
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Free forms, bound forms, and morphological reanalysis: A comparative approach 

of Upper Guinea Creoles  
 

Nicolas Quint 
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Upper Guinea Creoles (UGC), a family of Afro-Portuguese languages with a shared proto-UGC ancestor, 
comprises three branches: ABC (Papiamentu), Continental (Casamance and Guinea-Bissau Creoles), and 
Insular (Capeverdean). All three branches share a common Afro-Portuguese heritage and a common proto-
UGC ancestor (Quint 2000, Jacobs 2012, Quint & Moreira Tavares 2019). However, despite their shared 
origin, UGC have diverged significantly over five centuries due to varying influences and evolutionary paths. 
These divergences are particularly striking in morphology, where the same original marker can be either 
free or bound1, displaying varying degrees of reanalysis, depending on the grammar of each branch or sub-
branch. This is illustrated by the morphological behavior of the proto-UGC past marker *ba(ŋ) (< 
Portuguese -va ‘1st group past imperfective’ X Joola baŋ ‘finish’) in the sentences below: 
 
Papiamentu (ABC):  e tabata  kant-é   

   3SG.SBJ IPFV.PST.IPFV sing-3SG.OBJ 

Santiago Capeverdean (Insular): e ta kantába-el 
    3SG.SBJ IPFV sing.PST-3SG.OBJ 

Casamance Creole (continental): i ta kantá-l  baŋ  
    3SG.SBJ IPFV sing-3SG.OBJ PST 

‘s/he used to sing it’  

 
These forms show varying degrees of boundedness: in Papiamentu, the past marker is bound (inserted in a 
fixed sequence of three morphemes) and preverbal; in Capeverdean, it is bound (inseparable from the 
verb, unstressed) and postverbal; while in Casamance Creole, it is free (stressed, clitic pronouns may be 
inserted between it and the verb) and postverbal. Additionally, /ba/ has undergone semantic reanalysis 
across all three branches: from imperfective to anterior (or past). This reanalysis is further exemplified in 
Santiago Capeverdean, where ba can combine with the perfective: e ø kantába-el (‘s/he had sung it’). 
 
Santiago Capeverdean:  e ø kantába-el 

    3SG.SBJ PFV sing.PST-3SG.OBJ 

‘s/he had sung it’ 

 
Building on this analysis, I will examine other morphological markers across UGC, more specifically  two 
verbal markers and two nominal markers: subjunctive (Santantonense Capeverdean bé /ˈbɛ/ ‘go’ > béss 
/ˈbɛs/ ‘go-SBJV.PST’); causative (Guinea-Bissau Creole firbí ‘boil (intr.)’ > firbintí ‘boil (tr.)’);  diminutive 
(Casamance Creole miñjer ‘woman’ > miñjer siñu ‘little woman’); and triplicative (Santiago Capeverdean 
fora ‘help oneself again (food)’ > trisfora ‘help again for the third time’). For each marker, I will examine its 
degree of boundedness and reanalysis in relation to its lexifier and the substrate languages. This 
comparative approach is liable to enable us to better understand the evolution of morphology in contact 
languages 
 

                                                           
1
 The free/bound behavior of each marker is determined according to its prosodic and morphosyntactic autonomy in 

relation to the lexical word (noun, verb…) it interacts with (for more detail, see Creissels 2006 : 28-33 ; Dixon 2010 : 
12-22 ; Haspelmath & Sims 2013 : 19-22 ; 196-203). 
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Sources of morphology in creole languages 
 

Peter Bakker 
(Aarhus University) 

 
Keywords: creoles, morphology, gramma?caliza?on, language contact, change 
 
There is a widespread idea about creoles that they have liCle or no morphology, beyond 
compounding and reduplica?on. The discussion in creole studies is about the presence of 
deriva?onal and inflec?onal morphology (Kihm 2003; Farquharson 2007; Good 2012). 

There are four possible sources for morphology in creoles: inheritance from ancestral 
languages, spontaneous development through merger of morphs via gramma,caliza,on, borrowing 
of substrate/adstrate bound morphemes, and convergence through copying paCerns present in 
other languages (Bakker in press). Imaginary examples of each would be, for plural: house-s 
(inherited), them house (3d person pronoun as gramma?calized plural marker), house-lar (Turkish 
suffix borrowed) and mu-house (English “much” used as a Bantu-like prefix). 

In my presenta?on, I will show that most of the deriva?onal and inflec?onal morphology 
markers are spontaneous developments through gramma?caliza?on(Michaelis & Haspelmath 2020). 
The inheritance of lexifier deriva?onal morphemes is severely limited, as are borrowed morphemes 
and copied processes (Bakker, in press).  

The almost complete loss of lexifier inflec?on across the board in creoles is most easily 
explained if a process of reduc?on in an earlier phase in the history of the creole, between the 
lexifier and the resul?ng complex language (McWhorter 2002; Becker & Veenstra 2003).   

The suppor?ng data material is from creole languages with a wide range of lexifiers, and 
from different con?nents, including APiCS (Michaelis et al. 2013). Due to spelling conven?ons, and 
prejudices among linguists, the quan?ty of morphological paCerns in creoles is underes?mated, but 
s?ll on average more modest than non-creoles (Bakker in press). One should remember, however, 
that there is nothing wrong or lacking in languages with liCle or no morphology (Kihm 2003: 345 N. 
40) like Chinese are perfectly normal languages. 
 
Support: Det Frie Forskningsråd, Grant 10.46540/4256-00026B. 
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Expansion of Betawi ber- -nya nominaliza2on under prolonged contact 
with Indonesian 

 
Pris&na Koon  
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Betawi is an endangered Malay-lexified Creole spoken in the greater Jakarta area that 

emerged in the 17th century (Knörr 2014: 11). Languages that were also part of the contact 
ecology include Hokkien, Arabic, Sundanese, Javanese, and Balinese (Kurniawan 2018: 6). This 
presenta&on focuses on verbal and nominal morphology in Betawi. In previous work on 
morphologically marked intransi&ve verbs in the ac&ve voice, Ikranagara (1980), Muhadjir 
(1981), Wouk (1999), and Chaer (2023) analyze be/ber- (depending on phonological 
environment) as the primary prefix for marking ac&ve, intransi&ve verbs (see summary of their 
findings in Table 1). In the nominal domain, Ikranagara (1980) and Muhadjir (1981) present -nya 
(derived from Indonesian) as a nominalizing suffix that can be applied to adjec&ve, bare verbs, 
and passivized verbs (marked with di-) in Betawi. 

Drawing from a brand-new Betawi-language Wikipedia (2024), a Python-scripted search for 
-nya suffixa&on coinciding with be(r)prefixa&on yields the following preliminary results: Betawi 
can append -nya to verbs marked with the ac&ve, intransi&ve prefix be(r), illustra&ng that this 
circumfixa&on (un&l now una]ested in the literature on Betawi) seems produc&ve in 
contemporary Betawi. (Wikipedia pages that supplied the following examples addi&onally had 
their edit history verified to ensure that at least one L1 Betawi contributor had worked on the 
Wikipedia page.) The following are examples taken from the Wikipedia data:  

(1) Be-rojol-nya 
ACT.INTR-born-NMLZ 
‘birth, being born’ 

(2) Ber-en&-nya 
ACT.INTR-stop-NMLZ 
‘stopping, cessa&on’  

Results from both corpus data and speaker judgments point to a contact-induced change in 
Betawi morphology. Contact with Indonesian, specifically, is most likely the source of this new 
morphological form since be(r)--nya construc&ons are felicitous in Indonesian. Proximity 
between Betawi and Indonesian has only increased since the 1990s because of intermarriage, 
interethnic neighborhoods, and heightened Indonesian dominance in the media and educa&on 
(Imelda & Halimatusa’diah 2021: 18; Musgrave 2014: 95).  

The emergence of this construc&on into the Betawi lexicon highlights the innova&ons that 
morphemes in contact can undergo, as illustrated in (1)-(2). The construc&ons do not reveal new 
morphemes have entered the language but rather old morphemes that have been subject to 
novel combina&ons – allowing be(r)- to be produc&ve in addi&onal morphosyntax environments 
than previously recorded. Moreover, as there are mul&ple forms of nominaliza&on documented 
in Betawi (e.g, m—nya, -nya, ke—an, pe—an, -an), the newly a]ested be(r)—nya form suggests 
further examina&on into why an Indonesian-influenced parallel is selected by speakers over the 
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original Betawi equivalents. For instance, since ac&ve, intransi&ve verbs in Betawi ojen lack an 
overt transi&vity prefix, what about the construc&ons in (1) and (2) lead the speakers to choose 
berojolnya and beren6nya as opposed to rojolnya or en6nya? In other words, are speakers 
borrowing the en&re nominaliza&on structure from Indonesian (e.g., word-level code-switching), 
or are they applying an Indonesian morphosyntac&c structure to Betawi morphemes? Future 
research will answer these ques&ons.  
 
Table 1: Descrip&ve accounts of Betawi morphology 

Source Intransi6ve Prefix -nya Nominaliza6on Candidates 
Ikranagara 1980 ber- adjec&ve, di-passivized, bare verbs 
Muhadjir 1981 be- adjec&ve, di-passivized, bare verbs 
Wouk 1999 be- N/A 

Chaer 2023 
me- in limited 
contexts 

Only provides instances of ke-, pe-, -an, and 
-in nominaliza&on (and those resul&ng from 
combina&ons of these morphemes). 
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While the study creole morphology has been renewed (Luis 2015), creole languages are generally 
regarded as lacking grammatical gender. Some authors have recently argued it may be present in some 
French-based creoles: DeGraff (2001), for Haitian adjectives (fanm Ayisyenn/*Ayisyen ‘Haitian.F/*M 
woman’); Térosier (2023) for Martinican human nouns (pwofeser/ez ‘professor.M/F’) and (some) 
adjectives (‘ere/erez’ happy.M/F). We argue that Mauritian, another French-based creole, is developing 
some gender-marking morphology for (human) nouns and adjectives. 
In French (Bonami & Boyé 2019), grammatical gender tends to be interpreted as social gender, for 
human nouns (Corbett 2012), and can be morphologically marked (fermier/ière ‘farmer.M/F’) or not 
(homme/femme ‘man/woman’), with a recent tendency for common gender nouns : le/la ministre 
‘the.M/F minister’ (male/female minister), le/la médecin ‘the.M/F physician’ (male/female doctor). 
Drawing on Carpooran (2019)’s dictionary, and Lalit’s online dictionary (www.lalitmauritius.org) as well 
as native informants, we show that in Mauritian gender alternation is systematic for ethnic nouns, and 
that feminine marking is developing for role nouns and some (human) adjectives: 
 

a.  For kinship nouns, the related pairs are inherited from French: prins/prinses ‘prince.M/F’, kouzin/kouzinn 
(‘cousin.M/F’), sometimes with an agglutinated determiner (tonton/matant ‘uncle/ 1SG.aunt’), or hindi 
(nani/nana ‘maternal grandfather/mother). 

b. For ethnic nouns, which are derived from adjectives, Mauritian has kept the (spoken) French suffix 
alternation: Morisien/ienn (Mauritian.M/F), Franse/ez (French.M/F), Sinwa/az (Chinese. M/F), but with some 
innovations: Arzantinien/ienn, instead of French Argentin/ine ‘Argentinian.M/F’, or kreol/inn (‘creole.M/F’) 
instead of common gender French creole. Interestingly, the feminine form is not possible with non-
human nouns, even when derived from French feminine nouns (lamisik franse/*ez ‘music French M/*F’ 
‘French music’). 

c.  For some role nouns, Mauritian has kept some (spoken) French suffixes: santer/tez (‘singer.M/F’), 
direkter/tris (‘director.M/F’), turning some into infixes (metdekol/metresdekol ‘schoolmaster.M/F’). Some 
gendered pairs (pwinter/ez ‘boy/girlfriend’) have a very different meaning from corresponding French 
pairs (pointeur/euse ‘pointer.M/F’). In some cases, there may be competition between suffixes: doktores 
or doktris (‘doctor. F’ ‘female doctor’, from doktor ‘male doctor’), which both existed in classical French 
(doctoresse, doctrice ‘female doctor’), and also between suffixation (polisier ‘police.F’, from polisie 
‘police.M’ ‘policeman’) and compounding (fam-polisie ‘woman-police’) for ‘policewoman’. Mauritian 
has also borrowed from English (biznesmenn / bizneswoman ‘businessman/woman) and speaker/ 
speakrinn (‘speakerM/F’), with the last feminine form from French speakerine (‘female TV presenter’).  

d. Some adjectives also have two forms (fou/fol ‘mad.M/F’, briyan/t ‘brilliant.M/F’, malin/inn ‘clever.M/F’), as in 
French, but the feminine form is only used with (feminine) humans (enn tifi intelizant ‘an intelligent.F 
girl) and not with non-humans (enn remark intelizan/*intelizant ‘an intelligent.M/*F remark’). 
We classify these gender markers as morphologically bound based on positional consistency and 
obligatoriness (enn fam malinn/*malin ‘a clever.F/*M woman’). 
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The free-to-bound cline in Berbice Dutch Creole and its substrate origins 

Silvia Kouwenberg 

University of the West Indies, Mona Campus 

Keywords: morphological boundaries; creole genesis; substratist explanations; reanalysis; word 
order 

Berbice Dutch Creole (BD) is unique among Caribbean creoles in the number of functional 
morphemes which originate in a West-African substrate language. The BD substrate source has been 
identified as one or several Eastern Ijo varieties (EI) (Smith, Robertson & Williamson 1987). The 
functional morphemes include some that have moved along the free > bound cline in BD, but also 
several which have the same status w.r.t. boundedness in BD and EI. The forms are illustrated below, 
using Kalab̩ari ̩to illustrate the substrate form. 

Table 1. BD bound morphemes of Eastern Ijo origin. Kalab̩ari ̩forms contain marks for implosive stops 
b̩, d̩ and -ATR vowels i,̩ e̩, o̩, u̩. 

Berbice Dutch (BD) Kalab̩ari ̩(KA) Comments 
1.  -a, -arε 

IMPERFECTIVE, 
suffixes to verbs 

-ári ̩ 
IMPERFECTIVE, suffixes 
to verbs 

Bound status: Similar 
Accompanied by retention of PFV. 
NB Mood and Factative suffixes were not retained. 

2.  -apu PLURAL, 
suffixes to nouns, 
demonstratives; also: 
ASSOCIATIVE PLURAL, 
suffixes to proper 
nouns, pronouns and 
kinship-denoting 
nouns 

apu̩ ‘persons’ 
[+HUMAN, +PLURAL] 
ENCLITIC NOMINALIZER, 
postposed to verbs 
and clauses 

Bound status: Change from (relatively) free EI enclitic 
nominal > bound BD suffix. 
NB the [+HUMAN, -PLURAL] counterpart was not 
retained. 

3. jε NOMINALIZER, 
enclitic, combines 
with [+N] categories 
(nouns, adjectives, 
pronouns) only 

yé ‘thing,’  
[-HUMAN, -PLURAL] 

ENCLITIC NOMINALIZER, 
postposed to verbs 
and clauses 

Bound status: Similar, but with reduced semantic 
content and different subcategorization properties in 
BD. 
NB the [-HUMAN, +PLURAL] counterpart was not 
retained. 

4. ka, kanε 
NEGATOR, clause final 
free form; reduced ka 
has higher frequency 

o̩ká < o̩ko̩-á 
[thus-NEG] 
‘isn’t it so?’ 
(question tag) 
 
o̩káā  
‘it isn’t so!’ 
(exclamative) 

Bound status: not straightforward. The EI standard 
negator is bound clause-final -áā in KA, -γa in Nembe 
and Kolokuma (also in KA drum language, hence 
presumed to be the archaic KA form). This suffix is 
incorporated into the tag negator which forms the 
basis for the BD negator. BD kanε is a clause-final free 
form which combines EI-derived ka with Dutch-
derived *nε ‘no’. Negatives in Swaving (1827) and 
Dance (1881) – the earliest published attestations of 
BD – contain the short form ka. 
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5. -tε PERFECTIVE, 
suffixes to verbs 

-téē PERFECTIVE, 
suffixes to verbs 

Similar bound status. 
Retention possibly supported by similarity to Dutch 
PAST IMPERFECTIVE inflection –de/-te [–də/-tə]. 
Accompanied by retention of IMPFV. 
NB Mood and Factative suffixes were not retained. 

6. -ma CAUSATIVE, 
suffixes to verbs 

-ma CAUSATIVE, 
suffixes to verbs 

Similar bound status. 
BD new formations containing -ma are evidence of 
early productivity of the suffix, but it was ultimately 
lost as productive derivation. 

 

Aside from the data shown here, it is notable that there are several cases where EI complex forms 
containing bound materials have been reanalysed as simplex forms in BD. This is illustrated for 
instance by unanalysable BD potɛ ‘(be/become) old’, and mangiapu ‘maroon, runaway slave’, which 
incorporate PFV -tɛ and PL -apu, respectively. That the BD forms are opaque is supported by the fact 
that they can be combined with these same suffixes to produce potɛ-tɛ [old- PFV] and mangiapu-apu 
[maroon-PL]. Conversely, there are also instances of backformation, resulting in BD forms that lack 
morphological material that would be required in EI, as illustrated in BD ala ‘boss’, which contrasts 
with KA álá b̩ó̩ [chief +HUM,-PL] (Kouwenberg 2009). 

In this paper, I will attempt to account for the different responses illustrated above to EI material in 
the formation of BD. In particular, I will explore the consequences of the loss of EI head-final word 
order (Jenewari 1977) for the recognition of enclitic material in an emergent head-initial language. EI 
head-final word order is illustrated here with Kalab̩ari ̩examples, drawn from fieldwork recordings. In 
(4), d̩u̩ku̩ `allow' is preceded by its object clause. In (5), e̩re̩b̩o̩ `woman' is preceded by a relative 
clause. 

1) Ó [ke̩ á to̩n] d̩u̩ku̩-áa. 
2PL [KE 3SG.F measure] allow-NEG. 
You have not allowed (us) to take her measurement. [2504_F.C30] 

2) O sime b̩o we̩rari ̩b̩e̩ e̩re̩b̩o̩ ma, á jen ma awo̩me̩, 
3SG.M marry come ASPECT POSS woman DEF.F, 3SG.F other two children,  
ke̩ su̩a, b̩o we̩rari.̩ 
KE put, come ASPECT. 
The woman he married, she added another two children. [2504_F.C30] 

In this paper, I argue that the word order change made the disintegration of the verbal suffix system 
and the nominalization system in which the inherited forms participated inevitable, resulting in 
partial retention of paradigms, and in varying degrees of reanalysis of what was retained. The word 
order change was assisted by the existence in Kalab̩ari ̩of grammatical patterns which use 
postmodification, thus deviating from the canonical head-final order and providing an apparently 
left-headed model in an otherwise right-headed language (Kouwenberg 1992, 1996). The reanalysis 
of EI complex forms in BD shows that access to underlying representations was eroded during the 
formation of BD. I will consider the further implications of the shift from the EI-type system to the 
creole system for our understanding of the role of substrate speakers in these processes. 

Acknowledgement: Fieldwork in Guyana with the last living speakers of Berbice Dutch Creole and in 
the Kalab̩ari ̩kingdom in Nigeria was funded by grants awarded by the Netherlands Foundation for 
the Advancement of Tropical Research (WOTRO, grant reference W39-183). 
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Grammatical markers in Creole languages: Separate words or affixes? 
Susanne Maria Michaelis, Leipzig University & MPI-EVA, Leipzig 
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Inflectional morphology has been a key ingredient in assessing complexity in Creole languages (cf. Arkadiev 
& Gardani 2020 for the multifaceted notion of complexity in morphology in general). It has been claimed that 
synchronically Creoles strikingly show a lack of inflectional morphology, thus giving rise to morphologically 
extremely simplified languages (see for instance McWhorter 2001, Good 2012, Daval-Markussen 2014, Siegel 
et al. 2014). In this presentation, I will challenge this view by drawing on data from the Atlas of Pidgin and 
Creole Language Structures (Michaelis et al. 2013). I will consider two morpheme types, tense-aspect markers 
and case markers, as shown in exemples (1) and (2), in a large variety of Creoles: 
  
(1) Ternate Chabacano (Spanish-based, Philippines; Sippola 2013) 

Ta yudá éle su marído 
IPFV help 3SG 3SG.POSS husband 
'She helps her husband.' 

  
(2)  Korlai (Portuguese-based, South Asia; Clements 2013) 

Pedru su  kadz tido kadz Pedr su 
Pedru GEN house  both house Pedru GEN 
'Pedru's house' 'both of Pedru's houses' 

  
The main misconception which has given rise to the idea that Creoles lack inflectional morphology is the 
explicit or implicit role of spelling in deciding whether a morpheme is an affix or a separate morpheme (e.g. 
Siegel et al. 2014). But the two morphemes ta and su written as separate words in (1) and (2) can be 
interpreted as affixes. I will consider two criteria for affixhood: (i) uninterruptibility (no item except for other 
affixes can intervene between the grammatical marker and the stem) and (ii) host selectivity (the 
grammatical marker in question always selects the same kind of host root, e.g. only verb roots, or only noun 
roots) (Haspelmath 2023). Accordingly, in example (1), nothing can intervene between the imperfective 
marker ta and the verb root yudá ‘help’. The same holds for the genitive case marker su and the possessor 
Pedru in example (2). Furthermore, both grammatical markers, ta and su, only combine with the same kinds 
of hosts in terms of word classes: ta with verbal roots and su with noun roots. Under this definition, instances 
of tense-aspect affixes are abundant in the Creole languages documented and analyzed in APiCS, and affixed 
case markers also occur repeatedly in Creole languages, despite them being written separately with respect 
to their hosts. Thus, I argue that such Creoles have indeed lost most of their lexifiers' inflectional marking, 
but have at the same time built up a considerable degree of new inflectional morphology through unusual 
accelerated grammaticalization processes.  
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Questioning morphological boundaries with the help of Automatic Speech 
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Advancements in machine learning techniques open new avenues for investigating the identification of 
morphological boundaries in spoken Creole languages (Ferrand et al 2023). While it is a  well-established 
point that Automatic Speech Recognition models can deliver accurate transcriptions even when trained on 
small  corpora,  the  units  discovered  by  Automatic  Speech  Recognition  models  often  differ  from those 
expected by linguists (Adda et al 2018; Scharenborg et al 2018; Bartelds et al 2023). Language models favor 
units optimized for information compression (e.g., Byte Pair Encoding) over linguistic units, despite using 
terms like ‘word’ and ‘subword’. In the case of automatically transcribed speech corpora, one can wonder if  
ASR-derived segmentations align with linguistic expectations (cf. ANR DeepTypo project). 
This  study  investigates  the  potential  of  automatic  transcription to  elucidate  morphological  boundaries 
through the analysis of approximately 1,400 hours of Haitian Creole recordings from the Radio Haiti Inter 
Corpus (https://repository.duke.edu/dc/radiohaiti). The findings, derived from the ANR CREAM project on 
the automatic transcription of spoken Kreyòl, underscore the efficacy of using a native Haitian acoustic 
model  (see  Havard et  al.,  2024 for  the  initial  version of  the  model).  Notably,  the  transcriptions  were  
produced without the integration of a language model,  ensuring that the data are decoded exclusively 
based  on  acoustic  features.  This  methodological  choice  allows  for  an  unmediated  exploration  of  the 
phonological and morphological characteristics of the language.
  
Among our findings, we show that automatic transcription, although generally consistent across the corpus,  
reveals non-uniform segmentation for the word-initial attachment of 'la', such as  la limyè/lalimyè/limyè 
(‘light’).  Our study also shows that  'la'  attachment in Hatitian Creole reveals  more diverse attachment  
patterns than Martinican Creole, where l(a)- and lé form 'semantically definite' DPs denoting specific items 
in the manner of proper names and forms without la imply indefiniteness or non-singularity (Zribi-Hertz & 
Jean-Louis 2013). However, in our corpus la cannot be reduced to a fixed role: 

(1) a. la kilti popilè a 
LA culture popular DEF

‘the popular culture’
b. lakilti popilè 

‘the popular culture’ 
c. kilti oksidantal (la)

‘the Western culture' 
As illustrated in (1a),  la and the definite article can co-occur (or not,  as in 1b),  despite  la traditionally 
functioning as a marker of specificity. And (1c) shows that the definite can be omitted despite the absence 
of la.
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Note that both ‘kilti’, ‘lakilti’ and ‘kiltirèl’ were present in the ASR training set, but that ‘kiltir’, ‘la kiltir’ and 
‘la kilti’ were generated by the model based on acoustic features only.

Additionally,  we discuss  the  challenges of  using ASR for  segmentation of  morphological  boundaries  in 
spoken language by analysing suffix attachment errors (e.g., lang aj for langaj ‘language’ or siperyè ite for 
siperyorite ‘superiority’), unseen in the ASR fine-tuning data. 

Acknowledgments: This research is funded by ANR CS38, CREAM Project.
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